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Summary

A surface-sensitive purely optical technique is demonstrated for the investigation of ultrafast relaxation processes of excited electronic surface states. We employed a synthesis of degenerate four-wave mixing (DFWM) and optical second-harmonic generation (SHG) to study the coherent and incoherent dynamics of dangling-bond states at silicon surfaces with femtosecond time-resolution. The resulting five-wave mixing process is characterized by a $\chi^{(2)}$-tensor; like the $\chi^{(2)}$-processes SHG or SPG it is dipole-forbidden in the bulk of centrosymmetric materials, like crystalline silicon. The surface-sensitive probe can be described by diffraction of photons at a transient population grating with their upconversion to the second harmonic.

The experiments were performed with a cavity-dumped Ti:sapphire laser that produced 14-fs pulses centered at a wavelength of 800 nm with pulse energies up to 50 nJ and repetition rates as high as 2 MHz. A comparison of the diffracted signal from clean and oxygen covered surfaces shows that under the experimental conditions electronic excitations in the metallic $U_{1}/S_{1}$-band of Si(111)7×7 and in the dangling bonds of Si(001) are responsible for the nonlinear response.

Two different excitation schemes were used: in a self-diffraction setup we worked with only two incident beams on the sample in ultrahigh vacuum by using one of the pump pulses simultaneously as a probe. A three-beam geometry yielded more information on the electronic relaxation behavior due to the two independently tunable time delays. With these two setups we were able to separate experimentally population relaxation ($T_{1}$) times on the order of 200 fs from dephasing ($T_{2}$) times around 10 fs. The $T_{1}$-times obtained with the coherent diffraction experiment are in excellent agreement with incoherent SHG pump–probe and time-resolved two-photon photoemission schemes.

For a qualitative physical understanding of the dynamical processes and the quantitative extraction of relaxation rates we employed a theoretical model based on the density-matrix formalism. An analytical treatment of the resulting differential equations for the induced polarizations and populations allowed the numerical simulation of the experimentally acquired data. The simulation made use of different phenomenological models: homogeneous broadening, inhomogeneous broadening, and continuum excitation.

Our experiments demonstrate that with the wide availability of high-intensity ultra-short laser pulses, this technique could thus become a valuable tool for the investigation of ultrafast dynamics at many surfaces and interfaces.
Zusammenfassung


Es wurden zwei unterschiedliche Anregungs-Geometrien benutzt: In einem Selbstbeugungs-Aufbau arbeiteten wir mit nur zwei auf die Probe im Ultrahochvakuum (UHV) einfallenden Strahlen, indem wir einen der beiden Anreg-Pulse simultan als Abfrage-Puls verwendeten. Eine Drei-Strahl-Geometrie lieferte noch mehr Informationen über das Relaxationsverhalten, auf Grund der zwei unabhängig voneinander durchstimmbaren Zeit-Verzögerungen. Mit diesen zwei Experimenten waren wir in der Lage, die Populations-Relaxationszeiten ($T_1$) um 200 fs von Dephasierungszeiten ($T_2$) der Größenordnung 10 fs experimentell zu separieren. Die $T_1$-Zeiten, die mit diesen kohärenten Beugungs-Techniken gemessen wurden, sind in sehr guter Übereinstimmung mit inkohärenten SHG Anreg-Abfrage-Experimenten und mit zeitaufgelöster Zwei-Photonen-Photoemission.

Um zu einem qualitativen physikalischen Verständnis der dynamischen Prozesse und zur quantitativen Bestimmung der Relaxations-Raten zu gelangen, verwendeten wir ein theoretisches Modell basierend auf einem Dichte-Matrix-Formalismus.

Unsere Experimente demonstrieren, dass mit der weiteren Verbreitung ultrakurzer Laser-Pulse hoher Intensität, diese Fünf-Wellen-Mischtechnik eine wertvolle Methode zur Untersuchung ultraschneller Dynamik an vielen Oberflächen und Grenzflächen werden kann.
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Chapter 1

Introduction

One motivation for the study of carrier dynamics at surfaces is the desire for a physical understanding of the fundamental relaxation processes. In addition to the purely scientific perspective, these investigations are highly relevant for surface photochemistry, since the relaxation rate of photoexcited carriers can be a dominant factor for the yield of photochemical reactions at surfaces. A further field of application for the examination of surface carrier dynamics lies in the sector of semiconductor technology. For instance, accurate fundamental carrier scattering rates at surfaces are the prerequisite for a correct simulation of semiconductor devices.

Due to their generation of ultrashort light pulses, lasers represent a natural tool for time-resolved spectroscopy. In addition to their phenomenal time-resolution down to the femtosecond regime, lasers also provide an intense coherent source of radiation. In this case, the well-defined phase relationship between the wave functions of the states, that are coupled by the interaction with the light, can be exploited to gain additional, often complementary, information compared to methods that rely only on the measurement of intensities. Prominent examples in atomic, molecular, and condensed matter physics include coherent Raman scattering, quantum beat spectroscopy, as well as echo and induced grating experiments [1–3].

However, purely optical experiments are often more difficult to interpret than photoemission investigations. By analyzing the kinetic energy, the direction, and spin of the photoemitted electron, photoemission schemes can provide an integral characterization of the probed electronic states. Nevertheless, purely optical nonlinear methods, like second-harmonic generation (SHG), have several advantages compared to photoelectron techniques. Because of inversion symmetry breaking at surfaces of centrosymmetric media, SHG can provide a genuine surface signal. In addition, these methods are applicable at high excitation conditions, without being confronted with space-charge effects that destroy energy and momentum resolution in photoelectron experiments [4]. Due to their purely optical character, these methods can also be applied to interfaces between solid or liquid media, whereas photoemission is restricted to surfaces in UHV environments.

This thesis discusses a combination of SHG [5–7] with degenerate four-wave mixing (DFWM) for the acquisition of surface specific information about electron dynamics.
A transient population grating is generated at a surface by two ultrashort interfering laser pulses, giving rise to a spatial modulation of the nonlinear susceptibility $\chi^{(2)}$. A third synchronized pulse is diffracted from the transient grating, leading to second-harmonic light, which is detected. Since this five-wave mixing scheme is characterized by a $\chi^{(2)}$ tensor, it is intrinsically surface sensitive for centro-symmetric materials. Besides the precise determination of population relaxation times on the order of 200 fs, the technique also allowed to measure the timescale for the fundamental carrier scattering processes that occur immediately after the optical excitation and result in the loss of coherence between the electronic states coupled by the light pulse. This ultrafast coherent regime has been approached at surfaces only recently [8–11].

Among the few examples where coherence phenomena have been utilized for surface investigations is the pioneering study by Gysin–Sionnest, who employed infrared-visible sum-frequency up-conversion to follow the free-induction decay and photon echo of the H/Si(111) adsorbate–substrate stretching vibration in real time [12]. Remarkably, he succeeded in separating its genuine homogeneous dephasing time from inhomogeneous contributions [12]. Owrunsky et al. were able to observe the free-induction decay of vibrational excitations of CO on copper [13]. In another experiment, Chang, Xu, and Tom reported the coherent excitation and subsequent detection of surface optical phonons by time-resolved SHG [8]. An interferometric two-photon photoemission technique developed by Petek and coworkers allowed the investigation of hot electron dephasing on Cu(111) on a femtosecond timescale [9, 14]. In our own group, time-resolved two-photon photoemission in combination with the coherent excitation of several quantum states was employed by Höfer et al. to study the ultrafast electron dynamics of image-potential states on metal surfaces [10].

Following this introduction, the physical fundamentals of investigated systems and investigating methods are presented in Chap. 2. The discussion of fundamental structural and electronic properties of the silicon surfaces under examination – Si(111) and Si(001) – is an important prerequisite for the interpretation of their incoherent as well as coherent relaxation behavior. The understanding of the employed transient-grating technique is facilitated by the prior discussion of the underlying methods SHG and DFWM.

A description of the experimental setup used for the investigation is the topic of Chap. 3. After the presentation of the ultra-high vacuum system and the surface preparation procedures follows a characterization of the employed laser source with respect to parameters relevant to the study of relaxation dynamics. Important details of the optical setup are also described.

Following these experimental facts, the theoretical models for a qualitative description and quantitative simulation are presented and discussed in Chap. 4. Our five-wave mixing transient-grating experiments are treated within a semiclassical density-matrix formalism, which yields a system of differential equations for the induced polarizations and populations up to fourth order in terms of the incident electric fields.
Chapter 2

Fundamentals

In order to gain surface-specific information on the ultrafast electron dynamics on Si(111) and Si(001) we employed the purely optical technique second-harmonic diffraction from a transient population grating of excited dangling bonds. This coherent method is a combination of second-harmonic generation (SHG) and degenerate four-wave mixing (DFWM). After an introduction into the relevant structural and electronic properties of the silicon surfaces studied (Sect. 2.1), we therefore continue with a brief description of SHG (Sect. 2.2) and DFWM (Sect. 2.3). Following the presentation of diffraction from transient surface gratings in Sect. 2.4 this chapter ends with a discussion of the nature of the relevant electronic excitations (Sect. 2.5).

2.1 Silicon surfaces

The elemental semiconductor silicon is the most intensely investigated and precisely characterized material [15]. The ultrahigh purity of silicon crystals, with defect and impurity concentrations in the ppb range and below, together with this thorough characterization make the material a model system for the study of ultrafast carrier dynamics [16–20]. Increasingly, the studies are extended from bulk electron dynamics to investigations of carrier scattering and relaxation processes at surfaces and interfaces [21–32], exploiting the reproducible preparability of very well defined, clean surfaces of silicon, compared to, e.g., GaAs. These experiments are not only fascinating from a fundamental scientific point of view, but also provide valuable technologically relevant information – silicon being the core ingredient in most integrated circuits and electronic devices. A deeper understanding of electron dynamics facilitates proper estimates of device performance and reliability [33]. Due to the continuing process of miniaturization, the accurate quantitative determination of fundamental carrier scattering rates at surfaces grows to become a more and more crucial prerequisite for the correct simulation of semiconductor devices [34].

This section provides a short description of the geometric and electronic structure of the two types of silicon surfaces investigated in this thesis: Si(111) and Si(001) [35–37].
2.1 Silicon surfaces

scanning tunneling microscopy (STM) [40], scanning tunneling spectroscopy (STS) [41, 42], and atomic-force microscopy (AFM) [43–45], and in reciprocal space by glancing-incidence X-ray diffraction [46], Rutherford backscattering spectroscopy (RBS) [47–49], and low-energy electron diffraction (LEED) [50, 51]. Eventually, the analysis of transmission electron diffraction (TED) intensity distributions by Takayanagi et al. in 1985 resulted in the now fully accepted dimer–adatom–stacking fault (DAS) model of the Si(111)7×7 reconstruction [39, 52], that has since been confirmed by a variety of total energy minimization calculations [53–69]. Each unit cell (Fig. 2.1) is composed of 2 triangular subunits and contains 12 adatoms in a 2×2 local arrangement, 6 restatoms between the adatoms in the layer below them and one corner-hole within a 12-member ring. One of the triangular halves contains a stacking-fault, which gives rise to 9 dimers connected by 8-member rings along the boundary of the triangles.

The origin of this complex atomic rearrangement lies in the interplay between a minimization of electronic energy through a reduction in the number of dangling bonds and the thereby resulting lattice strain. The predominant mechanism for the correlated lowering of the total energy is the presence of adatoms, each of which saturates three dangling bonds, while possessing only one. Nominally, the 12 adatoms in the 7×7 unit cell thus remove 24 broken bonds from a total of 49. The change in stacking from staggered to eclipsed in one of the two triangular subunits in conjunction with the thereby introduced dimers removes an additional number of 6 broken bonds. The remaining 19 dangling bonds imply a reduction in the areal density of broken bonds by a factor of 2.6, which overcompensates the substantial strain that goes along with the reconstruction.

Due to the presence of the stacking fault, the symmetry group of the 7×7 reconstruction is C2v (3m), identical to the unreconstructed Si(111) surface. The second-order nonlinear susceptibility tensor χ(2) is therefore composed of 4 nonvanishing independent components [70], that can be addressed individually through selecting the polarizations of the incident beam and the generated second-harmonic photons.

Along with the emergence of a structural understanding proceeded the investigation of the electronic properties of Si(111)7×7 in general, and of the different types of dangling bonds in particular. Fig. 2.2 shows the electronic band structure of Si(111)7×7 in an extended Brillouin zone scheme with the (111) projected bulk and valence bands (shaded) and the most important occupied (S1, S2, S3) and unoccupied (U1, U2) surface bands of the 7×7 reconstruction. The origin of the surface states within the DAS model has been deduced from experiments that were able to connect structural with spectroscopic information: photoemission spectroscopy [73, 75–83], inverse photoemission spectroscopy [84–87], scanning tunneling spectroscopy (STS) [41, 42, 88–90], electron energy-loss spectroscopy (EELS) [78, 91–94], and electron spin resonance (ESR) [95]. The 12 adatoms per 7×7 unit cell possess partially occupied dangling bonds that give rise to the surface band U1/S1 leading to the metallic char-

Fig. 2.1: Geometric structure of the Si(111)7×7 surface (top view and side view) according to the dimer–adatom–stacking fault (DAS) model after Takayanagi et al., in which the total number of dangling bonds per unit cell is reduced from 49 to 19 [39]. Essential structural features of the unit cell are 9 Si–Si dimers between the two triangular subunits, 12 adatoms bonded to three otherwise broken bonds in the layer underneath, 6 restatoms, 1 corner-hole, and a stacking fault in one of the two triangular halves. Top right: Schematic representation of four 7×7 unit cells with the 3 mirror planes of the C2v (3m) symmetry group.

2.1.1 Si(111)

The easiest cleavage planes in silicon are the [111] planes leading to a metastable 2×1 reconstruction. After annealing at elevated temperatures Si(111) forms the stable 7×7 reconstruction whose characteristic LEED pattern was discovered by Schlier and Farnsworth in 1959 [38]. Possessing the lowest surface energy of all silicon surfaces this reconstruction is not only worth investigating due to its intricate geometric structure but also because of the peculiar electronic behavior of the metallic dangling-bond surface band on top of the semiconducting bulk substrate.

The geometric structure of the Si(111)7×7 surface was elucidated in real space by
Fermi level [78,92–94]. Recent temperature-dependent measurements of the nuclear-spin relaxation rate of $^6$Li probe atoms on the $7\times7$ surface using nuclear magnetic resonance ($\beta$-NMR) also indicated a metallic behavior [98]. A more direct proof for the metallicity of Si(111)$7\times7$ was obtained by Heike and coworkers with STS using artificially produced insulating trenches in the surface [99]. By surrounding a part of the surface by a closed trench, they observed the naturally formed Schottky barrier between the surface states and the volume states with STM, which also allowed to estimate the 2D conductivity [99]. The formation of a tape-shaped trench allowed to measure the small but finite two-dimensional surface-state conductivity – mandatory for metallic behavior – of $8.7 \times 10^{-9} \, \Omega^{-1} [99]$. At a temperature of $T_{c} \approx 1100 \, \text{K}$, Si(111) displays a reversible phase transition from the ordered $7\times7$ reconstruction to the more disordered "1×1" structure, that was first reported by Lander in 1964 [100]. The "1×1" phase corresponds to an adatom gas in which the number of dangling bonds is increased by roughly 25% with respect to the $7\times7$ structure. This increase is reflected in a sudden rise in the SI intensity while heating through the phase transition [101]. The higher internal energy of the adatom gas that is due to the higher density of dangling bonds is overcompensated by the gain in entropy arising from the mobile adatoms.

2.1. Silicon surfaces

Due to its technological importance for electronics applications, the Si(001) surface has been studied intensively over the last 40 years. Despite similar features, like the mechanism of free energy minimization by a reduction of dangling bond density, (001) surfaces of silicon display a number of very different properties compared to Si(111), both geometrically and electronically.

At room temperature Si(001) surfaces exhibit $2\times1$ reconstructions [38] composed of two $2\times1$ domains rotated by $90^\circ$ with respect to each other. This structure arises from the pairing of neighboring silicon atoms to dimers via formation of a $\sigma$-bond, which reduces the dangling bond density from two to one per surface atom [38,102–105]. The resulting rows of dimers along the [110] direction within the geometric structure of Si(001)$2\times1$ are shown in Fig. 2.3. Since dimer rows on neighboring terraces divided by monolayer steps are oriented perpendicular to each other, the local $C_{2v}$ (2mm) symmetry group gives rise to a macroscopic $C_{4v}$ (4mm) symmetry. A Jahn-Teller-like distortion leads to a tilting of the dimers that has been observed in diffraction studies, ion scattering, and STM [37]. Molecular dynamics calculations revealed the tilted dimers to oscillate with a period in the subpicosecond range [106–109]. The finite correlation between the buckled dimers within and across dimer rows leads to a $c(4\times2)$ reconstruction at low temperatures, that corresponds to alternatingly buckled dimers (see Fig. 2.3). The structural order–disorder $c(4\times2)$ $\leftrightarrow 2\times1$ phase transition that takes place around 150 K was followed in situ by LEED.
and X-ray diffraction [37].

The electronic structure of Si(001) has been studied extensively with angle-resolved photoelectron spectroscopy (ARPES) [82, 111, 112, 114], inverse photoemission (IPE) [85, 113, 115], electron energy-loss spectroscopy (EELS) [91, 116], and scanning tunneling spectroscopy (STS) [117, 118]. The experimental results have been confirmed by calculations [110, 119–124]. As a consequence of the Jahn-Teller rehybridization, charge is transferred from the depressed to the raised dimer atoms so that the latter ones exhibit completely filled dangling bonds, while the dangling bonds at the donating lowered dimer atoms are empty. Fig. 2.4 shows the schematic electronic band structure of Si(001)2x1 with the dangling bond surface bands arising from the raised \( D_{\text{up}} \) and lowered \( D_{\text{down}} \) dimer atoms. The two surface bands give rise to resonant optical transitions in the energy range 0.9–2.1 eV between \( D_{\text{up}} \) and \( D_{\text{down}} \), with their joint density of states peaked at 1.65 eV (see Fig. 2.7). The relatively small dispersion of the dangling bond bands in the [110] direction (\( \Gamma-J \) and \( K-J' \)), i.e., perpendicular to the dimer rows, as compared to the [110] direction (\( \Gamma-J' \) and \( J-K' \)), parallel to the dimer rows, reflects the smaller coupling of the dangling bonds across dimer rows in contrast to within the dimer rows. The effective \( r \)-interaction between the dangling bonds in one dimer on the ideal Si(001) surface prevents the two band centers to come closer than 0.8 eV [110]. The electronic structure at steps, however, is different from the surface band structure at the terraces, enabling the bands to approach each other energetically [125], and thereby opening the way for a more efficient carrier relaxation mechanism at the steps.

2.2 Optical second-harmonic generation (SHG)

Carrier relaxation on the silicon surfaces that were described in the preceding section occurs on a femtosecond time scale. This suggests the application of an optical technique using ultrashort laser pulses, which also allows to utilize the coherence of the light field for the determination of dephasing times. Surface specificity of the measurement can be obtained by using an even-order nonlinear optical method, as the nonlinear optical susceptibilities \( \chi^{(n)} \) with even \( n \) vanish in the volume of centrosymmetric materials, like crystalline silicon, but allow for finite \( \chi^{(n)} \) at the surface, where inversion symmetry is broken. In order to gain surface specific information on carrier dynamics, we used a combination of the simplest of these techniques – second-harmonic generation (SHG) – with degenerate four-wave mixing (DFWM).
This section outlines the former, the following section the latter of the two methods. The first SHG experiment was conducted in 1961 by Franken and coworkers using a quartz crystal [126]. After Bloembergen and Pershan theoretically treated SHG from surfaces of centrosymmetric materials [127], and this effect was observed experimentally by Brown et al. on silver [128], the technique was further developed and applied to various surfaces in the following decades by the group of Shen [6, 129–131].

Purely optical nonlinear methods, like SHG, have several advantages compared to photoelectron methods: Because of inversion symmetry breaking at every surface, SHG can provide a genuine surface signal. In addition, these methods are applicable at high excitation conditions, without being confronted with space-charge problems, as in the case of photoemission. Because of their purely optical character, they can also be applied to interfaces between solid media. However, purely optical experiments are often more difficult to interpret than photoemission investigations.

### 2.2.1 Macroscopic and microscopic description

Based on work by Bloembergen et al. [5, 127], Heinz developed a formalism for the macroscopic description of SHG from surfaces and interfaces [7, 70] that is outlined in the following. Approximating the interface by an infinitesimally thin sheet located at \( z = 0 \), the incident electric field \( E(t) = E(\omega) \cos(\omega t) \) induces a nonlinear polarization \( P_{\text{inh}} \) in the sheet

\[
P_{\text{inh}}(r, t) = P_s \delta(z) J_0(\Delta \Delta t) + c.c.
\]

with \( \Omega = 2\omega \). Considering the leading order term in a multipole expansion of the nonlinear polarization within the electric-dipole approximation, the nonlinear response of the polarization sheet is determined by the surface nonlinear susceptibility \( \chi^{(2)} \)

\[
P_s(\Omega) = \chi^{(2)}(\Omega = 2\omega): E(\omega) E(\omega).
\]

By solving Maxwell’s equations with the appropriate boundary conditions, using \( P_{\text{inh}} \) as source term, one can obtain the radiation emitted from the polarization sheet and thus the intensity \( I(\Omega) \) of the reflected second-harmonic radiation generated from a beam with intensity \( I(\omega) \) [70]

\[
I(\Omega) = \frac{8 \pi^3 \Omega^2 \sec^3 \Theta_{\text{sh}}}{c^2} |\langle \Omega | \chi^{(2)} | \omega \rangle |^2 I(\omega).
\]

\( e(\Omega) \) and \( e(\omega) \) are transformed polarization vectors that are obtained from the unit polarization vectors \( \hat{e}(\omega) \) and \( \hat{e}(\Omega) \) of the incident and output fields by a Fresnel transformation \( F \), e.g. \( e(\omega) = F(\omega) \hat{e}(\omega) \).

In general, the nonlinear response of the bulk material also has to be taken into account. Since both the electric field \( E \) and the polarization \( P \) are polar vectors, \( i.e. \) change sign under a spatial inversion operation, Eq. (2.2) requires the nonlinear susceptibility \( \chi^{(2)} \) to be a pseudotensor, \( i.e. \) also to change sign under the inversion.

In the volume of centrosymmetric materials inversion symmetry simultaneously demands \( \chi^{(2)}(r) = \chi^{(2)}(-r) \). These two requirements imply \( \chi^{(2)} \equiv 0 \) in the bulk of centrosymmetric materials but allow for a non-vanishing \( \chi^{(2)} \) at the surface when inversion symmetry is broken [1, 70]. The leading terms in a multipole expansion of the nonlinear polarization are therefore [70]

\[
P_s(\Omega) = \chi^{(2)}(\Omega = 2\omega): E(\omega) E(\omega) + \chi^{(2)}(\Omega = \omega + \omega): E(\omega) \nabla E(\omega),
\]

where the first term is the surface electric-dipole contribution to SHG and the second term, that contains spatial derivatives of \( E \), describes volume-derived electric-quadrupole and magnetic-dipole contributions.

The second-order nonlinear optical susceptibility is a third-rank tensor composed of generally 18 elements \( \chi^{(2)}_{ijkl} \) for the triclinic \( C_1 \) (1) symmetry group. For surfaces of higher symmetry, the symmetry operations within the respective group reduce the number of independent, non-vanishing elements. The \( C_6v \) (3m) symmetry of Si(111) and the macroscopic \( C_{d4} \) (4mm) group of Si(001) give rise to 4 and 3 independent, non-vanishing \( \chi^{(2)} \) tensor components, respectively [70]. It is possible to selectively probe individual tensor elements by an appropriate choice of input and output polarizations.

In a microscopic description, SHG is the parametric conversion of two photons \( h\omega \) to one second-harmonic photon \( 2h\omega \) in a three-wave mixing process (Fig. 2.5). Microscopic expressions for the nonlinear polarization \( P^{(2)} \) and the nonlinear susceptibility \( \chi^{(2)} \) can be derived within a density-matrix formalism using a perturbation expansion up to second order in the electric field. The result for \( \chi^{(2)} \) in explicit Cartesian tensor notation is the sum of 8 terms of the form [1]

\[
\chi^{(2)}_{ijkl}(\Omega = 2\omega) = -\frac{N e^2}{h^2} \sum_{x,x',n,n'} \frac{\langle g|r_i|n|n'|r_i|g \rangle (\omega - \omega_{x} + \Omega_{x})}{(\Omega - \omega_{x} + \Omega_{x})} \rho^{(0)}_{x,x',n,n'}.
\]
with transition frequencies $\omega$, line widths (relaxation rates) $\Gamma$ and ground state population $\rho_0$. As the product of dipole matrix elements in the numerators of Eq. (2.5) suggests, this susceptibility describes a sequence of three transitions from an initially occupied electronic ground state $|g\rangle$ to unoccupied intermediate states $|\nu\rangle$ and $|n\rangle$ by absorption of two photons $h\omega$, followed by the emission of a second-harmonic photon $2h\omega$, which returns the system to $|g\rangle$. As a consequence of the energy denominators in Eq. (2.5), $|\chi^{(2)}\rangle$ becomes maximal and thus the SH intensity resonantly enhanced, whenever the fundamental and/or the SH frequency approximates a transition frequency between two real energy levels.

2.2.2 SHG from silicon surfaces

The presence of surface states within the volume band gap of silicon enables resonant optical transitions with photons in the visible and near infrared energy range (see Figs. 2.2 and 2.4). The resulting resonant enhancement of the SH intensity and the surface specificity of SHG due to the inversion symmetry of bulk silicon, together with the fs time-resolution through the application of ultrashort laser pulses form the basis for our investigation of the ultrafast relaxation dynamics of electronic excitations on silicon surfaces. With the help of a incoherent SH pump–probe setup it is possible to monitor the electronic population relaxation; the underlying coherent polarization dynamics remains inaccessible in such type of experiment [132,133]. Our combination of SHG with a coherent transient grating technique like degenerate four-wave mixing (DFWM) allowed the study of single, phase-destroying electronic scattering events.

For a qualitative understanding of the electronic excitations mechanism the SHG spectra of Si(111) in Fig. 2.6 obtained by Schmitt and Hüsler reveal two resonant structures [74,134]. Similar SH spectroscopic information for Si(111) was also obtained experimentally by other groups [135–140] and was confirmed qualitatively by various calculations [141–144].

The broad feature below 1.5 eV disappears when hydrogen or oxygen is adsorbed. It originates from a resonant enhancement of SHG by the Si dangling-bond states, which are quenched upon hydrogen or oxygen adsorption. Sum-frequency experiments conducted by Schmitt showed that this broad feature is due to a one-photon resonance [134].

The peak around 1.7 eV, a two-photon resonance, is a consequence of the $E_1$ transition between the valence and conduction band of bulk silicon at 3.4 eV and arises because of the distortion of the bulk electronic structure at the surface [145]. It corresponds to a $S_8$–$U_2$ transition between the bonding and antibonding states of adatom backbonds [74]. Since the initial stage of oxygen adsorption on Si(111), the molecular precursor, is very stable at 80 K, the 7×7 surface structure remains intact for moderate exposures [146–150]. The $E_1$-related SH resonance peak therefore exhibits relatively little sensitivity on adsorbates. (From Schmitt [134]).

Fig. 2.6: Second-order nonlinear optical susceptibility $\chi^{(2)}_V$ (anisotropic component $\chi^{(2)}_{xx,yy}$) as a function of photon energy for clean Si(111)7×7 (top) and for Si(111) surfaces with all dangling bonds saturated by hydrogen (center) and oxygen (bottom). The dangling-bond derived broad feature below 1.5 eV ($\chi_{bb}$) is quenched by hydrogen or oxygen adsorption, whereas the peak at 1.65 eV ($\chi_{bb}$) exhibits relatively little sensitivity on adsorbates. (From Schmitt [134]).
dangling-bond states on Si(001) that are shown in Fig. 2.4. This spectrum reveals SHG processes to be resonantly enhanced in the broad range from 0.9 eV to 2.1 eV in accordance with experimental SHG spectra of Si(001) [134], indicating transitions between the $D_{up}$ and $D_{down}$ dangling-bond states to be the primary source of SH in that energy range. This interpretation is not unipossible due to the small spatial overlap of the surface states with the bulk states. Calculations by Rohlfing revealed that although the transition matrix elements between the $D_{up}$ and $D_{down}$ surface states are small compared to volume transitions, dipole selection rule considerations imply non-vanishing transition probabilities in most areas of the Si(001)2×1 Brillouin zone for specific input polarizations [168]. Taking into account the contributions of the two perpendicularly oriented surface domains, Rohlfing’s calculations show non-zero transition amplitudes throughout the entire Brillouin zone [168]. The substantial quenching of the SH signal in the range 1.2–1.8 eV upon hydrogen adsorption on Si(001) [134] also corroborates the profound involvement of the dangling-bond

2.3 Degenerate four-wave mixing (DFWM)

The degenerate four-wave mixing technique of our study is derived from both second-harmonic generation (SHG) and degenerate four-wave mixing (DFWM). Whereas SHG is responsible for the surface specificity, DFWM enables time-resolved measurements of population and polarization relaxation.

In DFWM the sample is excited by three beams with wave-vectors $k_a$, $k_b$, and $k_c$, which arrive at the sample at times $t_a$, $t_b$, and $t_c$ [3, 169, 170], as shown schematically in Fig. 2.8. The diffracted radiation along the phasematched direction $k_a = k_c + k_b - k_a$ is measured as a function of the various time delays to obtain different information about the system that is investigated. In its simplest form, DFWM can be realized with only two incident beams, using $k_a = k_b$, which leads to a diffracted signal into direction $k_d = 2k_a - k_a$. Microscopic schemes of DFWM processes are depicted in Fig. 2.9.

The intensity of the diffracted beam depends on the time delay between the vari-
2.4 Diffraction from transient surface gratings

The combination of degenerate four-wave mixing, described in the preceding section, with another photon at the sample surface results in the five-wave mixing transient surface grating method, which is described in the following. Transient gratings have been widely used for the coherent spectroscopy of semiconductors and of molecules in liquid solutions [2,3]. Two synchronized pump pulses of frequency \( \omega \) and wave vectors \( \mathbf{k}_a \) and \( \mathbf{k}_b \) produce the electronic excitation. The grating results from the interference of the two beams, which gives rise to a spatial modulation of the linear and

Fig. 2.9: Microscopic schemes of degenerate four-wave mixing processes in nonresonantly (a) and threefold resonantly (b) excited two-level systems.

ous pulses and the relaxation behavior of the electronic system (Fig. 2.10). One can distinguish two limiting cases: a homogeneous system and an inhomogeneously broadened system. With homogeneous broadening, the diffracted third-order signal decays exponentially with time after an exciting \( \delta \)-pulse, whereas in the case of inhomogeneous broadening, there forms a so-called photon echo peaking at time \( 2\tau_d \). This is because inhomogeneous broadening corresponds to a distribution of eigen-frequencies of the system. Due to this distribution, after an exciting pulse, the system dephases rapidly. A second pulse can partially rephase the system, which leads to the photon echo.

The intensity of the time-integrated signal is shown in the two lower parts of Fig. 2.10. In both cases the signal decays exponentially with time delay \( \tau_d \). In the homogeneous case with decay constant \( T_2/2 \), in the inhomogeneous case with \( T_2/4 \). From the simple exponential decays, the dephasing time \( T_2 \) can be determined, provided the nature of the line broadening is known.

The first experimental observation of a photon echo was reported by Kurnit and coworkers in 1964 for the case of ruby [171]. They explained the phenomenon in terms of a macroscopic oscillating electric dipole moment, which is momentarily reformed at the time the photon echo is observed [172,173].
absorption. In case of a surface experiment, the beams incident in the $x$-$z$ plane ($z$ denoting a direction parallel, $z$ perpendicular to the surface) create a grating with $k$-vector $k_0 = k_{0x} - k_{0z}$. A synchronized probe pulse of the same frequency $\omega$ and wave vector $k_p$ is Bragg-diffracted from the transient grating into a direction determined by $k_{d\omega} = k_{0\omega} \pm k_0$. The diffracted intensity is a function of the time delay between the incident pulses and of the relaxation dynamics of the electronic system.

The situation becomes most transparent for a resonantly excited two-level system with transition frequency $\omega_0 = \omega$ in the limit of weak excitation. In this case it is sufficient to calculate the induced polarizations $P$ and population changes $N_{01}$ in the lowest order of the field $E$ from a density matrix description [9,174].

\[
\frac{\partial}{\partial t} P_i^{(1)} = \frac{i\mu}{h} E_j - \frac{1}{T_2} P_i^{(1)}, \quad j = a, b \tag{2.6}
\]

\[
\frac{\partial}{\partial t} N_{01}^{(2)} = \frac{i\mu}{h} (E_a P_b^{(1)} - P_a^{(1)} E_b) + c.c. - \frac{1}{T_1} N_{01}^{(2)} \tag{2.7}
\]

\[
\frac{\partial}{\partial t} P_d^{(3)} = -2 \frac{i\mu}{h} E_p N_{01}^{(2)} - \frac{1}{T_2} P_d^{(3)} \tag{2.8}
\]

The first two equations (Eqs. 2.6 and 2.7) show that the spatial modulation of the population is not generated directly by an intensity grating of the interfering pump pulses but by the interference of the polarization induced by one excitation pulse with the field of the other. For the generation of the population grating $N(x) = N_0^{(2)} \cos(k_0 x)$, whose amplitude $N_0^{(2)}$ is assumed to decay exponentially with time constant $T_1$, it is thus not necessary that the two excitation pulses overlap in time. Instead $N_0^{(2)}$ depends on the ratio of the time delay between the pulses $|\Delta t| = |t_b - t_a|$ and the dephasing time of the polarization $T_2$. The polarization $P_d^{(3)}$ induced by the interaction of the probe pulse with the grating gives rise to the diffracted radiation of frequency $\omega$ by dipole emission.

Fig. 2.11: Microscopic schemes of degenerate four-wave mixing processes in nonresonantly (a), singly (b), threefold (c), and fourfold (d) resonantly excited three-level systems.

2.4. Diffraction from transient surface gratings

Depending on the temporal order of the various pulses one can gain different information from the diffracted signal. In one limiting case the two pump beams $k_a$ and $k_b$ coincide on the sample, $\tau_0 = 0$, and after a time delay the probe pulse arrives on the surface, $\tau_{\text{probe}} > 0$. Since in this case the probe pulse samples the temporal decay of the transient grating, one measures $T_1$ population relaxation times and diffusivity. In another limiting case the second pump-pulse $k_b$ and the probe pulse hit the surface at the same time, but *after* the first pump pulse $k_a$, $\tau_0 > 0$ and $\tau_{\text{probe}} = \tau_0$. In this case one measures dephasing times $T_2$.

$P_d^{(3)}(\omega)$ is of third order in terms of the incident fields and thus not surface specific. Instead of the fundamental frequency $\omega$ of the diffracted pulse we detect its second-harmonic frequency $2\omega$. This radiation originates from an upconversion of $P_d^{(3)}(\omega)$ with another probe photon at the surface. The polarization $P_d^{(3)}(2\omega)$ is of fourth order in the incident fields and dipole-forbidden in the bulk of centrosymmetric materials. In the coherent experiments discussed in Chap. 6 we are interested mainly in the dephasing time $T_2$ rather than in the relaxation time $T_1$, which arises from a finite lifetime of the excited carriers and their diffusion. In this case it is possible to work with two incident beams and use one of the pump pulses, e.g. $E_a$, simultaneously as a probe. As one beam is diffracted here from a grating it generated itself, this is a case of self-diffraction.

The observed self-diffracted signal is determined by

\[
P_d^{(4)}(K_{d\omega}, 2\omega) = \chi_{\omega}^{(4)} : E_a^{(2)}(k_a) E_b^{(2)}(k_b) \tag{2.9}
\]

\[
K_{d\omega} = 2k_{b\omega} + (k_{a\omega} - k_{a\omega}). \tag{2.10}
\]

Its intensity $I_d(2\omega) \propto [P_d^{(4)}(2\omega)]^2$ increases linearly with the intensity of pulse $k_b$ and with the third power of the intensity of pulse $k_a$. Its direction is given by Eq. (2.10) and the relationship $K_{d\omega}^2 + K_{d\omega}^2 = \epsilon(2\omega)^2$. There is also a self-diffracted $2\omega$ signal in the same order radiating into the direction given by $K_{d\omega}^{(1)} = 2k_{b\omega} - (k_{a\omega} - k_{a\omega})$. However, this signal is superimposed by the second-order sum-frequency response

\[
P_{s(2)}^{(2)}(K_{SF}, 2\omega) = \chi_{\omega}^{(2)} : E_a(k_a) E_b(k_b) \tag{2.11}
\]

\[
K_{SF} = k_{a\omega} + k_{b\omega}, \tag{2.12}
\]

which will completely dominate the $2\omega$ signal in this direction in case of a weak grating.

A number of incoherent transient grating experiments on silicon have been performed in recent years by the group of Dai [25,27,28,31,175]. By detecting diffracted radiation from transient gratings at the fundamental photon frequency, they studied the dynamics of photoexcited carriers in the bulk and in the near-surface region of silicon on picosecond and femtosecond time scales. In contrast to our second-harmonic diffraction scheme, their experiments were not sensitive to genuine surface states, and they were not able to separate the coherent component of carrier relaxation.
2.5 Excitation of Si(111)7×7 dangling bonds

For the discussion of the actual diffraction experiment it is helpful to have some understanding of the nature of the relevant electronic excitations and their influence on the nonlinear optical response. For this purpose there were performed pump-probe experiments in our group at Si(111)7×7, using both 2PPE [177] and SHG [133]. The 2PPE investigations were conducted by Berthold and coworkers with the fundamental and frequency-tripled laser pulses of an amplified commercial Ti:sapphire laser (Quantel RGA) operating at a wavelength of 800 nm and a repetition rate of 1 kHz. Pulse durations were 120 fs at the fundamental (IR) and 150 fs at the third-harmonic (UV) wavelength. The kinetic energy of the photoemitted electrons along the surface normal was measured by time-of-flight detection [178].

Fig. 2.12 shows that the IR pump pulses produce an electron distribution above the Fermi level in the bulk band gap that is probed by photoemission caused by the UV pulses. The 2PPE intensity is seen to decay as a function of pump-probe delay with rates that depend on the energy above the Fermi level. Since the only allowed states in this energy region are due to the $U_1$ surface band, which arises from partially occupied adatoms of Si(111)7×7 [87], we attribute the observed feature to excitation of this band near the $\Gamma$ point and the fast decay to redistribution of the electrons within the band due to electron-electron scattering [177].

The qualitative conclusions on the excitation mechanism at Si(111)7×7 from the 2PPE experiments, as well as the observed population relaxation times on a picosecond and subpicosecond time scale were corroborated by time-resolved SH pump-probe measurements in our group conducted with the same laser system [133]. These findings will be discussed in more detail in Chap. 5.

The incoherent pump-probe experiments on Si(111)7×7 - two-photon photoemission and time-resolved second-harmonic generation - yield population relaxation times on the order of hundreds of femtoseconds to picoseconds. The origin of this relaxation is multiple scattering of excited electrons. In order to study single carrier scattering events one needs to probe a quantity that changes its magnitude significantly in every scattering process, such as the phase of the electronic wavefunction, that is addressed in coherent methods. By employing the technique diffraction from transient gratings in our study, we utilized one of these methods.
Chapter 3

Experimental setup

This chapter provides an account of the experimental setup that was employed in the investigation. Sect. 3.1 gives an overview of the ultra-high vacuum (UHV) system and the preparation procedure of the silicon surfaces. The cavity-dumped 10-fs Ti:sapphire laser system is the subject of Sect. 3.2. Closing this chapter is the description of the optical setup in Sect. 3.3.

3.1 Ultra-high vacuum system

The creation and maintaining of UHV conditions is the prerequisite for every investigation of atomically clean surfaces. This section presents a description of the UHV chamber and provides an account of the preparation procedures necessary to obtain clean, well-defined silicon surfaces.

3.1.1 UHV chamber

In order to enable optical measurements in UHV, a vacuum chamber built and previously operated by Mauerer [133] was modified in such a way that it could maintain a base pressure in the lower 10^{-11} mbar range. Reaching a low base pressure is the prerequisite for keeping the sample surface atomically clean over an entire measuring period. This issue is particularly crucial since the low optical signal of a few photons per second required extended periods of data acquisition around several 1000 seconds. The detailed characterization of the vacuum conditions and the inspection of the sample required the presence of several measurement instruments within the UHV chamber. The sample manipulator needed to provide a large number of translation and rotation degrees of freedom, while allowing for a large range of sample temperatures.

Fig. 3.1 provides a scheme of the UHV chamber (Varian) and its periphery. The system was baked at a temperature of 430 K, limited by the maximal allowable temperature of the rotary manipulator feedthrough, over a period of typically two days. Both sample and sample manipulator were degassed at 650 K during the entire bake-out period. The procedure resulted in a base pressure of typically 2 \times 10^{-11} mbar. For
Fig. 3.1: Schematic representation of the UHV system consisting of the separately-pumped gas dosing system (left side) and the UHV chamber (right side) (adapted from Mauerer [133]). The abbreviations are explained in Tab. 3.1.

TP1, TP2, TP3 Turbomolecular pumps (Balzers), 500 l/s, 56 l/s, 190 l/s
TSP Titanium sublimation pump (Varian), 2000 l/s
IGP Ion getter pump (Varian), 200 l/s
RP1, RP2 Two-stage rotary vane pumps (Edwards), 30 m³/h, 30 m³/h
LNT Liquid nitrogen trap
CT Catalyzer trap
DPF Differentially pumped feedthrough
IG Ionization gauge
TG Thermocouple gauge
PV Plate valve CF 200
DV UHV dosing valve
EPV Electro-pneumatic protection valve
D Doser with tungsten filament

Tab. 3.1: Vacuum components of the UHV system shown in Fig. 3.1. The combination of different pumps ensured the efficient and thorough pumping of the diverse molecules in the rest gas, that vary in mass and reactivity.

3.1. Ultra-high vacuum system

Protection of the vacuum against power failure, loss of cooling water, or pump failure, the system is equipped with electro-pneumatic valves that are addressed by coupled circuits. A dosing system allows for the dosing of controlled amounts of research-grade oxygen (purity 4.8, 99.998 Vol.-%) via a gas shower and hydrogen (purity 5.0, 99.999 Vol.-%) via a needle doser into the vacuum chamber. By resistive heating of a tungsten filament in front of the needle doser in the chamber, it is also possible to produce atomic hydrogen.

A quadrupole mass spectrometer (Balzers) is used for temperature-programmed desorption (TPD) measurements and for a precise determination of the various components of the rest gas in the chamber. For the characterization of the sample surface the chamber is equipped with a combined retarding-field 4-grid LEED/Auger instrument (Omicron, Spectraleed).

The optical measurements require the accurate positioning of the sample in space. This is especially important for the exact adjustment of both the plane of incidence and the polarization plane of the incoming light with respect to the surface orientation. The sample manipulator can be freely translated in x-, y-, and z-direction with an accuracy in the μm range. Rotations around the vertical axis are possible over the entire 360°; rotations around both horizontal axes can be performed over a range of 6° with a precision of 0.1 mrad.

For temperature dependent measurements and for the preparation procedure the temperature of the silicon sample could be varied from 80 K to 1600 K. The silicon samples are clamped onto two copper bars with spring-loaded molybdenum brackets. The sample is isolated from both copper and molybdenum with additional silicon spacer platelets. The two copper blocks are attached to a liquid-nitrogen cooled cryostat separated by an insulating sapphire disk. The high cooling efficiency of this construction enabled the cooling down of the silicon sample from room temperature to 80 K within 5 minutes; furthermore, it enabled the sample holder temperature to stay below 100 K even at the peaks of the sample heating cycles (1300 K). A more detailed description of the sample holder can be found in Ref. [179]. Direct resistive heating is used to control the silicon surface temperature. The surface temperature is measured with a NiCr/NiAl (type K) thermocouple that was cemented onto the rear side of the sample with a zirconium-oxide based ceramic glue (T-E-Klebetechnik). It is carefully ensured that there is no direct contact between thermocouple and silicon sample; therefore the thermocouple contact is fully embedded in the glue. It has been verified by Auger electron spectroscopy (AES) and low-energy electron diffraction (LEED) that no contaminants, in particular nickel, diffuse onto the front surface of the sample, even for the highest annealing temperatures. By checking with an infrared pyrometer (Keller) it was verified that the thermocouple correctly reproduces the actual surface temperature with an absolute accuracy of ±15 K and an estimated relative uncertainty within one experiment of ±5 K.
3.1.2 Silicon surface preparation

Besides very clean UHV conditions, the sample preparation procedure is of crucial importance for the production of atomically clean, well-ordered surfaces with few chemical and structural defects.

The base material was single-crystal, Czochralski (Cz) grown, n-type phosphorus-doped silicon (Virginia Semiconductor) with specified resistivities between 6 and 12 0cm corresponding to a P donor density $\sim 5 \times 10^{14}$ cm$^{-3}$ [180]. The nominally flat wafers of 3" diameter and a thickness of 0.6 mm were single-side polished and oriented to within $\pm 0.25^\circ$ along the principal [111] or [001] axis, respectively. The Si(111) and Si(001) samples used for the experiments were cut with a diamond scribe from the wafers into strips of $45 \times 9$ mm$^2$ size. After rinsing in extra pure methanol and a careful visual inspection for scratches and dust residues, the samples were mounted directly onto the manipulator. No further treatment is required for the samples before insertion into UHV. This is because high-quality thermal oxide layers are grown on commercial silicon wafers under very clean process environments. These 'native' oxide layers protect the silicon from contamination. Therefore after outgassing the sample, the thermal decomposition of the oxide in UHV will remove the oxide together with contaminants on its outer surface.

Outgassing the sample and manipulator at 650 K during the entire bake-out period of the UHV chamber removed volatile adsorbates without desorbing the protective oxide layer. In the initial preparation after bake-out, the native oxide layer was removed by a series of heating cycles with peak temperatures rising in steps of 50 K and cooling rates of 2 K s$^{-1}$. The maximal temperatures applied were 1300 K and 1200 K for Si(111) and Si(001), respectively; the chamber pressure stayed below $1 \times 10^{-9}$ mbar at any time within the annealing cycles. Both duration and maximal values of the high-temperature annealing and cooling rates are critical parameters for the preparation of silicon surfaces with long-range ordered superstructure and small defect concentrations, as known from LEED and scanning tunneling microscopy (STM). Particularly in Si(001), extended annealing leads to surface roughening [181]. To protect the surface from adsorption of rest gas components, especially of non-volatile carbohydrates, the sample was passivated with an exposure of 10 Langmuir (1 L = $10^{-6}$ Torr-s) O$_2$ between measurement periods. Before the beginning of each measurement cycle the passivation layer of a few monolayers was desorbed by a single heating cycle peaking at 1300 K and 1200 K for Si(111) and Si(001), respectively.

After the preparation procedure the quality of the surface was inspected in situ by LEED and Auger electron spectroscopy (AES). The LEED pattern in Fig. 3.2 taken at a primary electron energy of 50 eV shows the sharp diffraction spots of the Si(111)7×7 reconstruction. An analysis of Auger electron spectra (Fig. 3.3) showed that the surface impurity density was below the detection limit of the retarding field Auger spectrometer. In particular, the absence of carbon and oxygen on the surface.

![Fig. 3.2: LEED pattern of a clean Si(111)7×7 surface at 80 K taken at a primary electron energy of 50 eV. In addition to the intense hexagonal 1×1 spots, the sharp diffraction spots of the 7×7 reconstruction are clearly visible. The 2×2 pattern of the broken bonds inside each of the two triangular halves of the unit cell gives rise to enhanced diffraction intensities for diffraction spots close to 2×2 positions.](image)

![Fig. 3.3: Auger spectrum of a clean Si(111)7×7 surface at 80 K obtained with a primary electron energy of 2.2 kV. The energy positions of Auger electrons emitted from silicon (LMM), carbon (KLL), and oxygen (KLL) atoms are marked. Carbon and oxygen impurity concentrations are below the detection limit of a few percent of a monolayer.](image)
was routinely checked by AES.

3.2 Cavity-dumped 10-fs laser

In order to deliver meaningful quantitative results from any optical experiment, it is necessary to characterize the light source employed. This section therefore provides an account of several methods used to gain information about temporal and spatial pulse shape, spectrum, pulse energy, pulse quality, and long-term stability of the Ti:sapphire laser with which the experiments were conducted. The measurement shows that the home-built laser yields 12.7-fs pulses around 800 nm with energies of 36 to 50 nJ at repetition rates from 100 kHz to 2 MHz.

In Kerr-lens mode-locked (KLM) Ti:sapphire oscillators a solitary wavepacket is generated by the interplay of self-phase modulation (SPM) and negative group velocity dispersion (GVD). The main limitations for shortening the pulse duration down to the 10 fs regime are the presence of GVD in the laser medium and third-order dispersion (TOD) in the cavity optics [182]. By using a short Ti:sapphire crystal and fused silica prisms, in order to reduce the gain medium GVD and cavity optics TOD, respectively, pulses of 11 fs duration could be obtained [183]. The pulse energies around a few nJ of typical Ti:sapphire laser oscillators are too small for the measurement of the highly nonlinear optical processes in our diffraction experiment. For our experiments we used a cavity-dumped Ti:sapphire system that was home-built by Shumay and Berthold after a model from the group of Wiersma[184]. The technique of cavity dumping is capable to increase the pulse energy by about one order of magnitude through a reduction of the repetition rate while preventing any significant pulse broadening.

Fig. 3.4 shows a schematic representation of the cavity-dumped Ti:sapphire laser used for the SH self-diffraction experiments. The 4.5 mm short Brewster-cut Ti-doped sapphire crystal rod (Döhrer Elektrooptik) is optically pumped by a frequency-doubled (532 nm) Nd\textsubscript{3}YVO\textsubscript{4} laser (Spectra Physics, Millennia). The mode-locked pulses are compressed by two intra-cavity Brewster-cut fused silica prisms. For the cavity-dumping a 3 mm fused silica Bragg cell (Camac Systems) is used as acoustooptic modulator; the crystal was addressed by a radio-frequency driver (Camac Systems) that is fed with the output-coupled laser pulses taken by a photodiode.

Any quantitative discussion of optical time-domain experiments requires the accurate characterization of the temporal properties of the employed laser pulses. For the determination of the pulse duration and phase modulation we utilized two different second-harmonic autocorrelation approaches. Fig. 3.5 shows the interferometric autocorrelation of the cavity-dumped pulses obtained with a Michelson interferometer in which the second harmonic is generated collinearly in a 30 \mu m thin \textbeta BaB\textsubscript{2}O\textsubscript{4} (BBO) crystal (Optilab). A least-squares fit with a variable pulse duration \tau_{p} using sech\textsuperscript{2}-pulses yields \tau_{p} = 12.7 fs. From the shape of the envelope and the theoretically expected peak-to-background ratio of 8 to 1 the phase modulation of the pulses is concluded to be close to zero; the pulses are hence unchirped [185]. The inset of Fig. 3.5 shows the background-free intensity autocorrelation trace from the Si(001):c(4\times2) surface at 80 K in UHV detected in the sum-frequency direction of two non-collinear beams. A sech\textsuperscript{2} fit yields a pulse duration of 14.1 fs, in three and a half orders of magnitude in intensity. The 4-mirror version, in which the \textquoteleft Z\textquoteright with the Bragg cell is left away, produces unchirped pulses as short as 10 fs with 5 nJ of energy at a repetition rate of 82 MHz.

The gathering of spectral information of the laser pulses is important for the interpretation of results obtained from inhomogeneously broadened systems such as the \textsubscript{U\textsc{I}/S\textsc{I}} surface band on Si(111)\text{\times7}. In combination with temporal data it is also possible to deduce the amount of frequency modulation (chirp) within the pulse. The spectrum of the cavity-dumped pulses taken by a photodiode array attached to a grating spectrometer is shown in Fig. 3.6. It displays a single clean peak over 4 orders of magnitude in intensity with its maximum at 809.5 nm and a full-width at half-maximum (FWHM) of 64.4 nm, which corresponds to a spectral bandwidth of 120 meV. Together with the pulse duration this result implies a duration-bandwidth product of \Delta \lambda/\Delta f = 0.37. As the product lies between the Fourier transform limit of 0.315 and \textsubscript{(2\pi/\textpi)} = 0.441 for sech\textsuperscript{2} and Gaussian pulses, respectively, the pulses
Fig. 3.5: Interferometric second-harmonic autocorrelation trace of the cavity-dumped pulses from the Ti:sapphire laser. A least-squares fit using sech² pulses yields a pulse duration of 12.7 fs. The shape of the pulse envelope together with the theoretically expected peak-to-background ratio of 8 to 1 implies the absence of significant phase modulation (chirp). Inset: Background-free intensity autocorrelation from the Si(001)(4×2) surface at 80 K in UHV. A sech² pulse duration of 14.9 fs is shown over 3 and a half orders of magnitude in intensity.

are bandwidth-limited and therefore unchirped.

Besides the temporal and spectral characterization of the laser pulses, a spatial analysis of the beam is mandatory to ensure a smooth, time-independent distribution of intensity in space and thereby enabling a qualitative description of spatial pulse overlap in the focus on the silicon surface. The spatial beam profile of the cavity-dumped pulses taken with a CCD camera as displayed in Fig. 3.7 remained constant in time over periods of many hours. An analysis of the CCD images yielded a beam circularity of 85% and an excellent fit-accuracy to a Gaussian pulse shape of 95%.

The quality of the cavity-dumping process is monitored with a ns-fast photodiode. Fig. 3.8 shows the energy in the oscillator cavity and the cavity-dumped pulse as a function of time, displaying the oscillator roundtrip frequency of 82 MHz and a side-pulse suppression ratio of smaller than 130.

The low intensity of the highly nonlinear diffracted signal required measuring periods of the order of several 1000 s. Therefore the long-term stability of the light source employed is of crucial importance. The intensity of the cavity-dumped pulses from the Ti:sapphire laser is shown in Fig. 3.9 over a period of more than 2 hours.

The applications of such an intense, short-pulse, and coherent light source in surface science are multifarious. Besides the monitoring of electronic dephasing by SH diffraction, there is a variety of other scientific topics that can be advantageously addressed by this laser system. The investigation of ultrafast electron dynamics with time-resolved SHG and 2PPE and the generation and shaping of surface electron wavepackets are just two examples. One might also think about the mapping of excited state potential energy surfaces and the real-time study of elementary photochemical reactions. In combination with time-of-flight (TOF) photoelectron spectroscopy the system is also very well suited for probing sensitive adsorbate layers.

3.3 Optical setup

The optical setup of the SH self-diffraction experiment is shown in Fig. 3.10. The strategy for its design was driven by several stringent requirements that were a result of the aim of the experiment. The investigation was aimed at detecting a coherent,
ultrafast, highly nonlinear optical process that was resonant with optical transitions between electronic surface states on silicon. Coherent, femtosecond, intense light pulses should be delivered to a sample in UHV and the resulting optical signal of a few photons per second should be monitored. These goals determined the selection of the light source, the optical components in the beam path, and of the detection system.

The 13-fs, 800-nm pulses from our Ti:sapphire laser that were intensified by cavity-dumping to 30 nJ per pulse met all those requirements. The laser system was described in more detail in Sect. 3.2.

The function of the optical components in the beam path was twofold.

First, they should deliver the light from the source to the sample in UHV, preserving the pulses’ extraordinary qualities. Light transmission through every material is accompanied by dispersion that leads to temporal broadening especially of ultrashort pulses. Therefore the number of transmissive elements in the beam path was kept to a minimum. In addition, the unavoidable transmissive elements – pulse-compression prisms, beam-splitters, half-wave plates, and UHV viewport – were carefully selected and tested. The prisms in the pulse compressor (Bernhard Halle Nachfl.) were made of fused silica (Suprasil 1). This material was chosen because it provides an extremely low third-order dispersion coefficient. The prisms were cut at their Brewster angle 69.06° for 800 nm light in order to minimize reflection losses. They were polished to a planarity of λ/20 to sustain the spatial coherence in the beam.

For the continuous rotation of the polarization, an isotropic material like fused silica is unsuitable. Therefore the half-wave retardation plates for 800 nm (Bernhard Halle Nachfl.) were made of optically polished crystalline quartz. To minimize dispersion effects, they were specified low order to keep their thickness small (0.2 mm). In order to minimize reflection losses both sides of every plate were covered with an antireflection coating. The 3.3 mm thick, fused silica (Suprasil 1) UHV viewport (Cubert-MDC) was carefully checked for residual birefringence. Most parts in the beam path were reflecting mirrors. As the spectral bandwidth of dielectric mirrors was too small for the broadband ultrashort pulses, silver mirrors (Balzers) were employed. Their planarity was specified to better than λ/20 in order to preserve the spatial coherence of the beam.

Second, the optical elements should open the possibility to alter several properties of the photons in a controlled manner. The chirp of the pulses could be adjusted by translating one of the two compressor prisms. The direction of the linear polarization of all beams could be tuned continuously by changing the angle of the half-wave plate around the optical axis. For a variation of the time delay between the various pulses, tunable delay arms were inserted into the beam path. Besides the mechanical stability, the resolution of the delay stages is their most critical parameter. A temporal
resolution of 1 fs corresponds to a spatial resolution of 0.15 μm. For this purpose, two microstepping motor-driven positioning stages (Aerotech) with 0.1 μm resolution and a piezoelectrically driven translation stage (Physik Instrumente) with 2 nm resolution were employed.

The laser pulses were split with an intensity ratio of 3:7 in the two-beam pump-probe and self-diffraction setup, and of 2:1:1 in the three-beam geometry, leading to typical excitation fluences of 0.6 μJ/cm² regime. The beams were recombined on the sample at angles of 22° and 24° (2 beams), and 19°, 22°, and 27° (3 beams) with respect to the surface normal. The plane of incidence was normal to the [211] direction of Si(111) and normal to [110] for Si(001). Since after billions of shots onto the sample spot, the SH signal remained at the same level, we exclude any laser induced damage of the surface.

The detection system was optimized for the simultaneous monitoring of two beams of radiation with a wavelength around 400 nm at a rate ranging from 0.1 to 10⁶ photons per second. The installation of two detection channels allowed the simultaneous recording of the sum-frequency cross-correlation with either a second-harmonic diffracted trace or a reflected SHG beam. This geometry allowed the independent determination of time-delay zero and thus corrected for delay shifts with time. After parallelization of all emerging beams from the surface with the help of a confocal fused silica lens two beams were selected by circular apertures of 3 mm diameter. Suppression of the dominant fundamental radiation at 800 nm was achieved by spatial filtering with apertures as well as spectral selection with optical colored glass filters (Schott BG 39, 3 nm), and dielectric mirrors on fused silica substrates (Lasertechnik).

The second-harmonic 400 nm photons were detected with two photon-counting type photomultiplier tubes (Hamamatsu R1527P) with specified dark currents of 0.1 nA, and counted in two separate channels by a pulse counter (Stanford Research Systems SR 440) that was time-gated at the laser repetition rate triggered by a photodiode. Dark count rates of 5 counts per minute with the laser pulses blocked and 0.2 to 4 counts per second unblocked that was due to unavoidable stray light from the surface were achieved; this threshold corresponds to the detection of a 100 W lightbulb at the distance Earth–Moon through the aperture of the PMT. Taking into account the 10¹⁷ photons per second emerging from the surface, the detectability threshold corresponds to a ratio of 10⁻¹⁷.
Chapter 4

Theory and simulation

This chapter provides the theoretical background for the description of the diffracted radiation that originates from the surface. The density-matrix formalism that we employ is a semi-classical approach, in which the electromagnetic light field is treated classically, whereas the material system is described quantum-mechanically by its density operator [1]. The light–matter interaction Hamiltonian is inserted in the electric dipole approximation. The approach is mathematically equivalent to a second quantization method within the interaction picture that yields equations of motion derived from the Heisenberg equation [186]. We treat the relaxation of the system within a (Markovian) relaxation-time approximation. Sect. 4.1 starts with an introduction into the density-matrix formalism, which is then applied to an excited three-level system in the limit of weak excitation. An expansion in terms of the electric fields leads to the equations of motion for the nonlinear optical polarizations and populations up to the fourth order, in analogy to the optical Bloch equations [3]. In App. A we present the explicit integration of these iterative differential equations. We derive solutions for special pulse forms of the electric field and treat some special cases like vanishing relaxation times. The numerical integration of the diffracted fourth order signal is the topic of App. B. In Sect. 4.2 we discuss several aspects of the numerical simulation with respect to variations of various input parameters, based on the results of App. B.

4.1 Density matrix expansion

4.1.1 General considerations

The density operator $\rho$ is defined as the ensemble average over the product of the ket and bra state vectors

$$\rho = \sum_j p_j |\psi_j\rangle\langle\psi_j|.$$  \hspace{1cm} (4.1)

The ensemble average of a physical quantity $P$ is then given by

$$\langle P \rangle = \langle \psi | P | \psi \rangle = \text{Tr}(\rho P).$$  \hspace{1cm} (4.2)

The diagonal matrix elements $\rho_{xx}$ represent the population of the system in state
\[|n\rangle\), while the off-diagonal matrix elements \(\rho_{nm}\) designate a coherent polarization, also called coherence, between \(|n\rangle\) and \(|n'\rangle\).

From the definition of \(\rho\) (Eq. 4.1) and from the Schrödinger equation for \(|\psi\rangle\) one can readily obtain the equation of motion for \(\rho\),

\[
\dot{\rho} = \frac{1}{i\hbar}[H, \rho],
\]

(4.3)

known as the Liouville-von Neumann equation. The Hamiltonian \(H\) is composed of three parts \([1]\)

\[H = H_0 + H_{\text{int}} + H_{\text{random}}.\]

(4.4)

\(H_0\) is the Hamiltonian of the unperturbed material system with eigenstates \(|n\rangle\) and eigenenergies \(E_n\) so that \(H_0|n\rangle = E_n|n\rangle\). Considering a system with three levels [a], [b], and [c],

\[H_0 = \begin{pmatrix}
E_a & \cdots & \\
\vdots & \ddots & \\
E_c & & E_c
\end{pmatrix}.
\]

(4.5)

\(H_{\text{int}}\) is the interaction Hamiltonian describing the interaction of light with matter. In the electric dipole approximation \(H_{\text{int}} = -\mathbf{d} \cdot \mathbf{E}\),

\[H_{\text{int}} = \begin{pmatrix}
\delta_{ab} & \cdots & \\
\vdots & \ddots & \\
\delta_{ca} & & \delta_{bc}
\end{pmatrix},
\]

(4.6)

with components \(\delta_{ab} = e r_{ab} \mathbf{E} \cdot \mathbf{R} \cdot \mathbf{t}\).

\(H_{\text{random}}\) is a Hamiltonian describing the random perturbation on the system by the thermal reservoir around the system

\[
\dot{\rho}_{\text{relax}} = \frac{1}{i\hbar}[H_{\text{random}}, \rho].
\]

(4.7)

Within the Lindblad approach of the Markovian relaxation-time approximation this dissipation term becomes

\[\dot{\rho}_{\text{relax}} = -\Gamma \rho_{\text{relax}}\]

(4.8)

with a constant relaxation rate matrix \(\Gamma_{ab}\). A perturbation expansion of Eq. (4.3) into a power series of \(\mathbf{E}\) yields

\[\dot{\rho}^{(n)} = \frac{1}{i\hbar} \left( [H_0, \rho^{(n)}] + [H_{\text{int}}, \rho^{(n-1)}] \right) = \rho^{(n)}
\]

(4.9)

with

\[[H_0, \rho^{(n)}] = \begin{pmatrix} E_a & \cdots \\
\cdots & \ddots \\
E_c & & E_c \end{pmatrix} \begin{pmatrix}
\lambda & l & m & \cdots \\
l^* & \mu & n & \cdots \\
m^* & \nu & \cdots 
\end{pmatrix} - \frac{\rho^{(n)}}{T_1}.
\]

(4.10)

4.1. Density matrix expansion

\[\begin{pmatrix}
\rho^{(0)} & \rho^{(1)} \\
\rho^{(1)} & \rho^{(2)}
\end{pmatrix} = \begin{pmatrix}
1 & \cdots \\
\cdots & \ddots \\
\rho^{(1)} & & \rho^{(2)}
\end{pmatrix} - \begin{pmatrix}
\delta_{ab} & \cdots \\
\cdots & \ddots \\
\delta_{ca} & & \delta_{bc}
\end{pmatrix}
\]

(4.11)

4.1.2 Zeroth order

The usual initial condition reflects the unperturbed system in the ground state,

\[
\rho^{(0)} = \begin{pmatrix}
1 & \cdots \\
\cdots & \ddots \\
\rho^{(0)} & & \rho^{(0)}
\end{pmatrix}
\]

(4.12)

4.1.3 First order

From Eqs. (4.6) and (4.11) follows

\[\begin{pmatrix}
[H_{\text{int}}, \rho^{(0)}] & \rho^{(1)} \\
\rho^{(1)} & \rho^{(2)}
\end{pmatrix} = \begin{pmatrix}
\delta_{ab} & \cdots \\
\cdots & \ddots \\
\delta_{ca} & & \delta_{bc}
\end{pmatrix}
\]

(4.13)

and with Eq. (4.9), the equation of motion for the first-order polarization \(\rho^{(1)}\) thus is

\[\dot{\rho}^{(1)} = \left( -\frac{E_a - E_c \mp \frac{1}{i\hbar}}{T_{2\text{at}(1)}} \right) \rho^{(1)} + \delta_{ab} \frac{\rho^{(1)}}{i\hbar}
\]

(4.14)
4.1.4 Second order

From Eqs. (4.6) and (4.13) follows

\[
[H_{\text{int}}, \rho^{(1)}] = \left( \begin{array}{ccc}
\delta_{ab} & \delta_{bc} & p^{(1)*} \\
\delta_{ab} & \delta_{bc} & p^{(1)*} \\
\delta_{bc} & \delta_{bc} & \delta_{bc}
\end{array} \right) \left( \begin{array}{c}
p^{(1)} \cr p^{(1)*} \cr \rho^{(1)}
\end{array} \right) - \frac{1}{\hbar} \left( p^{(1)*} \cr \delta_{ab} \cr \delta_{bc}
\right) \cdot \delta_{bc} p^{(1)} - \delta_{bc} p^{(1)*} = \delta_{bc} p^{(1)*} - \delta_{ab} p^{(1)} - \delta_{bc} p^{(1)*}.
\]

(4.15)

With

\[
\rho^{(2)} = \left( \begin{array}{c}
n^{(2)} \\
n^{(2)*} \cr \rho^{(2)}
\end{array} \right)
\]

(4.16)

and with Eq. (4.9), the equations of motion for the second-order population \(n^{(2)}\) and polarization \(p^{(2)}\) thus are

\[
\dot{n}^{(2)} = -n^{(2)} + \frac{\delta_{ab} p^{(3)*} - \delta_{ab} p^{(1)}}{\hbar T_{1\text{ab}(2)}} \]

\[
\dot{p}^{(2)} = \left( \frac{E_a - E_b}{\hbar} - \frac{1}{T_{2\text{ab}(2)}} \right) p^{(2)} + \delta_{ab} p^{(1)} - \delta_{bc} p^{(1)*}. \]

(4.17)

4.1.5 Third order

From Eqs. (4.6) and (4.16) follows

\[
[H_{\text{int}}, \rho^{(2)}] = \left( \begin{array}{ccc}
\delta_{ab} & \delta_{bc} & p^{(2)*} \\
\delta_{ab} & \delta_{bc} & p^{(2)*} \\
\delta_{bc} & \delta_{bc} & \delta_{bc}
\end{array} \right) \left( \begin{array}{c}
p^{(2)} \cr p^{(2)*} \cr \rho^{(2)}
\end{array} \right) - \frac{1}{\hbar} \left( p^{(2)*} \cr \delta_{ab} \cr \delta_{bc}
\right) \cdot \delta_{bc} p^{(2)} - \delta_{bc} p^{(2)*} = \delta_{bc} p^{(2)*} - \delta_{ab} p^{(2)} - \delta_{bc} p^{(2)*}.
\]

(4.18)

With

\[
\rho^{(3)} = \left( \begin{array}{c}
p^{(3)} \\
p^{(3)*} \cr p^{(3)}
\end{array} \right)
\]

(4.19)

4.1.6 Fourth order

From Eqs. (4.6) and (4.19) follows

\[
[H_{\text{int}}, \rho^{(3)}] = \left( \begin{array}{ccc}
\delta_{ab} & \delta_{bc} & p^{(3)*} \\
\delta_{ab} & \delta_{bc} & p^{(3)*} \\
\delta_{bc} & \delta_{bc} & \delta_{bc}
\end{array} \right) \left( \begin{array}{c}
p^{(3)} \cr p^{(3)*} \cr \rho^{(3)}
\end{array} \right) - \frac{1}{\hbar} \left( p^{(3)*} \cr \delta_{ab} \cr \delta_{bc}
\right) \cdot \delta_{bc} p^{(3)} - \delta_{bc} p^{(3)*} = \delta_{bc} p^{(3)*} - \delta_{ab} p^{(3)} - \delta_{bc} p^{(3)*}.
\]

(4.21)

With

\[
\rho^{(4)} = \left( \begin{array}{c}
n^{(4)} \\
n^{(4)*} \cr \rho^{(4)}
\end{array} \right)
\]

(4.22)

and with Eq. (4.9), the equations of motion for the fourth-order populations \(n^{(4)}\) and \(\rho^{(4)}\) and polarization \(p^{(4)}\) thus are

\[
n^{(4)} = \frac{n^{(4)}}{T_{1\text{ab}(4)}} + \frac{\delta_{ab} p^{(5)*} - \delta_{ab} p^{(3)}}{\hbar T_{1\text{ab}(4)}},
\]

\[
n^{(4)} = \frac{n^{(4)}}{T_{1\text{bc}(4)}} + \frac{\delta_{ab} p^{(5)*} - \delta_{ab} p^{(3)}}{\hbar T_{1\text{bc}(4)}},
\]

\[
\dot{p}^{(4)} = \left( \frac{E_a - E_b}{\hbar} - \frac{1}{T_{2\text{ab}(4)}} \right) p^{(4)} + \delta_{ab} p^{(3)} - \delta_{bc} p^{(3)}. \]

(4.23)

4.1.7 Summary of differential equations

It is convenient to introduce

\[
\dot{\rho}^{(1)} = \rho^{(1)} e^{-i\omega t}
\]
\[ \begin{align*} 
\hat{p}^{(2)} &= p^{(2)} e^{-i \omega t} \\
\hat{p}^{(3)}_{ab} &= p^{(3)}_{ab} e^{-i \omega t} \\
\hat{p}^{(3)}_{bc} &= p^{(3)}_{bc} e^{-i \omega t} \\
\hat{p}^{(4)} &= p^{(4)} e^{-i \omega t} 
\end{align*} \]

and detunings \( \Delta \) between the incident field frequency and the different transition frequencies

\[ \begin{align*} 
\Delta_{ab} &= \omega - \frac{E_a - E_b}{\hbar} \\
\Delta_{bc} &= \omega - \frac{E_b - E_c}{\hbar} \\
\Delta_{ac} &= 2\omega - \frac{E_a - E_c}{\hbar} = \Delta_{ab} + \Delta_{bc}. 
\end{align*} \]

With electric fields in the slowly-varying-envelope approximation and couplings \( \delta \) in the rotating-frame approximation

\[ \delta_{ab} = -i \mu_{ab} \mathcal{E}(t) e^{i \omega t}, \]

assuming matrix elements \( \mu \) and amplitude \( \mathcal{E} \) to be real, and relaxation rates \( \Gamma \) as a function of the (longitudinal) population relaxation times \( T_{1a}, T_{1b}, T_{1c} \) and the (transverse) pure dephasing times \( T_{2a}, T_{2b}, T_{2c} \)

\[ \begin{align*} 
\Gamma_{1a} &= \frac{1}{T_{1a}} \\
\Gamma_{1b} &= \frac{1}{T_{1b}} \\
\Gamma_{1c} &= \frac{1}{T_{1c}} \\
\Gamma_{2ab} &= \frac{1}{T_{2a}} + \frac{1}{T_{2b}} + \frac{1}{T_{2c}} + \frac{1}{T_{1a}} \\
\Gamma_{2bc} &= \frac{1}{T_{2b}} + \frac{1}{T_{2c}} + \frac{1}{T_{2a}} + \frac{1}{T_{1b}} \\
\Gamma_{2ac} &= \frac{1}{T_{2a}} + \frac{1}{T_{2c}} + \frac{1}{T_{2b}} + \frac{1}{T_{1c}}. 
\end{align*} \]

Eqs. (4.14), (4.17), (4.20), and (4.23) can be summarized as

\[ \begin{align*} 
\hat{p}^{(1)} &= -i (\Delta_{ab} + \Gamma_{2ab}) \hat{p}^{(1)} - i \frac{\mu_{ab} \mathcal{E}}{\hbar} \\
\dot{\hat{n}}^{(2)} &= -\Gamma_{1b} \hat{n}^{(2)} - i \frac{\mu_{bc} \mathcal{E}}{\hbar} \hat{p}^{(1)} \\
\dot{\hat{n}}^{(3)}_{ab} &= -i (\Delta_{ab} + \Gamma_{2ab}) \hat{n}^{(3)}_{ab} - i \frac{\mu_{ab} \mathcal{E}}{\hbar} \hat{p}^{(1)} \\
\dot{\hat{n}}^{(3)}_{bc} &= -i (\Delta_{bc} + \Gamma_{2bc}) \hat{n}^{(3)}_{bc} - i \frac{\mu_{bc} \mathcal{E}}{\hbar} \hat{p}^{(1)} \\
\dot{\hat{n}}^{(3)}_{ac} &= -i (\Delta_{ac} + \Gamma_{2ac}) \hat{n}^{(3)}_{ac} - i \frac{\mu_{ac} \mathcal{E}}{\hbar} \hat{p}^{(1)} \\
\dot{\hat{p}}^{(4)} &= -\Gamma_{2ab} \hat{p}^{(4)} - i \frac{\mu_{ab} \mathcal{E}}{\hbar} \hat{n}^{(3)}_{ab} - i \frac{\mu_{bc} \mathcal{E}}{\hbar} \hat{n}^{(3)}_{bc}. 
\end{align*} \]

The iterative differential equations (4.28) are equivalent to the expansion of the optical Bloch equations in terms of the electric field \([3]\), named in analogy to the equations first derived by Bloch for non-dissipative independent two-level spin systems \([187,188]\).

### 4.2 Discussion of numerical simulations

In order to obtain analytical results, the excitation pulses \( \mathcal{E} \) in the optical Bloch equations (4.28) are frequently assumed to be \( \delta \)-pulses in time \([189]\). This treatment bears several inadequacies for the determination of the nonlinear optical populations and polarizations. Within this approximation the third and fourth order nonlinear optical polarizations are identically zero for negative time delays. In addition, there remain only two (one) non-vanishing terms in \( p^{(3)} (p^{(4)}) \), out of six (two) terms altogether (see Sect. A.6). In consequence, the \( \delta \)-pulse approximation only yields relevant results for time delays that are large compared to the pulse duration, since the different optical pulses do no longer overlap temporally in this case.

In order to acquire meaningful results at time delays small compared to the pulse width, it is thus mandatory to solve the optical Bloch equations (4.28) numerically. This is especially crucial in our investigation that experimentally delivers diffracted signal shifts on the order of the pulse duration (see Figs. 6.1 and 6.8). A detailed description of the numerical integration is the topic of App. B.

The following sections present results of the numerical treatment for the SH self-
Fig. 4.1: Normalized SH self-diffracted intensity as a function of pump-probe time delay calculated for the six different photon processes A through F (Eqs. B.7-B.12) individually as shown schematically in Fig. 6.11, as well as for all six processes A-F combined (Eq. B.13). The calculation is performed for a homogeneous, resonantly excited three-level system for a pulse duration of 14 fs and $T_1$ and $T_2$ times of 100 fs. The traces C, D, and F are almost identical to the traces A, B, and E, respectively. Both absolute magnitude and sign of the shifts with respect to time delay zero are plausible from the photon diagrams in Fig. 6.11, as explained in the text.

Diffracted intensity as a function of time delay. Numerical results for the SH three-beam experiment are discussed in Chap. 6. The influence of several parameters and physical quantities on the diffracted signal is investigated, such as the behavior of the distinct photon process, pulse duration, detuning of the pulse with respect to the transition frequencies, and most importantly the relaxation times. This analysis yields important information for the interpretation of the experimental data.

### 4.2.1 Behavior of the different photon processes

The explicit integration of the optical Bloch equations (4.28) up to the fourth order polarization $p^{(4)}$ in App. A reveals the existence of six distinct terms contributing to the SH diffracted signal in each of the self-diffracted directions, e.g. $3k_a - k_b$ (see Eq. A.9). A schematic illustration of the emergence of the six different terms from the differential equations through four consecutive optical transitions between the three participating electronic levels is shown in Fig. 6.10. The six photon processes denoted A-F themselves are depicted in Fig. 6.11.

Fig. 4.1 shows the SH self-diffracted correlation traces calculated for the six distinct photon processes A through F individually (from Eqs. B.7-B.12), as well as for all six processes A-F combined (from Eq. B.13). Input parameters for the calculation that assumed a homogeneous, resonantly excited three-level system are a pulse duration of 14 fs, and all population relaxation times $T_1$ and pure dephasing times $T_2$ of 100 fs.

The correlation traces for the individual photon processes appear in three qualitatively different shapes, since the signals of C, D, and F are too close to the signals A, B, and E, respectively, to be distinguishable on the scale of Fig. 4.1.

Traces B and D, which differ only in the temporal sequence of the third and fourth incident photon (see Fig. 6.11), display the biggest shift to positive time delays. This is plausible due to the fact that all three photons of the second pulse temporally follow the photon of the first pulse. Therefore it is not necessary for the two pulses to temporally overlap for a finite SH self-diffracted signal to appear, as long as a finite dephasing time allows the coherent polarization to remain long enough in the surface to interact with the electric field of the second pulse. As a consequence, the shift of traces B and D with respect to time delay zero varies sensitively with the dephasing time $T_2$ of the polarization.

This is different to the situation for traces A and C, which also differ only in the sequence of photons three and four. Here, the three photons of pulse two both succeed and precede the incident photon of pulse one (see Fig. 6.11). Thus the SH self-diffracted signal is confined to the time interval of temporal overlap between pulses one and two, i.e. close to time delay zero. The processes A and C are therefore rather insensitive to the magnitude of the dephasing time.

Processes E and F differ only in the transition levels of photons three and four, between ground and intermediate level for process E, between intermediate and upper level for process F (see Fig. 6.11). Traces E and F are similar to traces A and C regarding the fact that photons of the second pulse arrive before and after the photon of the first incident pulse. In contrast to processes A and C, however, the majority of photons of the second pulse (i.e. two photons) arrive before the photon of the first pulse in processes E and F. These observations imply traces E and F also to be limited to the time interval of temporal overlap between pulses one and two, but with a negative shift with respect to time delay zero. Besides this inverted behavior, the similarity between processes E/F and A/C gives rise to a similar absolute magnitude of the temporal shift.

The overall trace A-F, as a coherent superposition of all six processes, displays an intermediate behavior. For the homogeneous system under consideration, the trace A-F thus shows a long-lived signal at positive time delays, due to the contribution of processes B and D. In an inhomogeneously broadened system, however, the superposition of the various eigenfrequencies leads to a more rapid decay of the SH self-diffracted signal, and thus to a less clear dependence of the shift on the dephasing time (see following subsections).

The following calculations were all performed taking into account the full set of
4.2 Discussion of numerical simulations

Fig. 4.3: Normalized SH self-diffracted intensity as a function of pump-probe time delay calculated for different detunings of the incident photon energy with respect to the (0–1) eigenenergy of the three-level system, and also for an inhomogeneously broadened system with a 600 meV broad intermediate band centered around the resonant photon energy. The calculation is performed for a pulse duration of 14 fs, $T_1$ times of 200 fs, and $T_2$ times of 5 fs. The traces for the homogeneous system display an exponentially decreasing wing at positive time delays, whose magnitude decreases monotonically with the detuning, from the self-diffracted signal.

4.2.3 Effects of detuning

The calculations presented up to this point were all conducted for a homogeneous, resonantly excited three-level system. A look at the physical systems under observation, namely the Si(111)$7 \times 7$ and Si(001) surfaces, reveals both homogeneity and resonant excitation to be simplifications. The electronic band structures of the surfaces (Figs. 2.2 and 2.4) show a finite dispersion over the Brillouin zone, which leads to an inhomogeneous broadening in $k$-space. A further contribution to the finite distribution of transition energies in Si(111)$7 \times 7$ comes from the presence of four different types of adatoms, corner and center adatoms on both triangular halves of the unit cell (see Fig. 2.1), that lead to four energetically different adatom dangling-bond bands. In Fig. 2.1 these bands are indicated schematically by just one band $U_1/S_1$.

In order to obtain meaningful quantitative results for the relaxation times it is thus useful to study the influence of off- and near-resonant excitation as well as excitation of an inhomogeneous distribution of uncoupled three-level systems. Excitation of a continuum of states is discussed in Chap. 6.
Fig. 4.3 shows the SH self-diffracted correlation trace for a homogeneous system with various detunings of the incident photon energy with respect to the $|0\rangle - |1\rangle$ eigenenergy of the three-level system, as well as for an inhomogeneously broadened system with a 600 meV broad intermediate band $|1\rangle$ centered around the resonant photon energy. The traces were calculated for a pulse duration of 14 fs, $T_1$ times of the intermediate and upper levels of 200 fs, and pure dephasing times of all three levels of 5 fs. The logarithmic scale on the y-axis reveals the exponentially decreasing tail at positive time delays, that is a consequence of the relaxation time approximation Eq. (4.8) employed in the Bloch equations (4.28), and thus is a signature of the population relaxation and dephasing times. The magnitude of the tails decreases with increasing detuning without affecting the slope that is determined by the relaxation times. In the region of temporal overlap of the two incident pulses a finite detuning leads to a modulation of the SH diffracted signal, whose amplitude decays to positive time delays.

The correlation trace from the inhomogeneously broadened system displays a different behavior. Although also being shifted to positive time delays, the interference within the distribution of eigenfrequency components eliminates the long-lived tail in the correlation trace in such a way that the correlation trace follows the behavior of the cross-correlation of the incident optical pulses. Similar results for degenerate four-wave mixing have been obtained by Weiner et al. [169] and Meier [190].

4.2.4 Influence of relaxation rates

Since the goal of our investigation is to acquire quantitative information on the relevant electronic relaxation processes, a sensitivity analysis of the calculated SH self-diffracted correlation traces with respect to the population relaxation as well as dephasing input parameters is mandatory.

The influence of different population relaxation times of the intermediate and upper level of an inhomogeneously broadened three-level system on the SH self-diffracted correlation trace is shown in Fig. 4.4. As in Fig. 4.3, the pulse duration was 14 fs, the pure dephasing time of all three levels 5 fs, and the broadening of the intermediate level 600 meV. For vanishing population relaxation times (which implies vanishing dephasing times as well, see Eq. 4.27), an explicit integration of the optical Bloch equations yields a symmetric SH self-diffracted correlation trace with a FWHM of $\sim 77\%$ of the SFG cross-correlation width for ideal sech$^2$ pulses (see Sect. A.7, Eqs. A.12 and A.19). The fact that for population relaxation times small compared to the pulse duration the numerical simulation approximates the analytical result is a further verification of the validity of the numerical approach.

Finite $T_1$ times give rise to a shift of the SH self-diffracted signal to positive time delays. As Fig. 4.4 shows, the magnitude of the shift monotonically increases with rising $T_1$ from zero to a saturation value that is limited by the dephasing time. The saturation complies with the behavior for inhomogeneous systems as discussed in Fig. 4.3.

The small variation of the peak shift with respect to the pulse duration implies that the SH self-diffracted correlation trace is very insensitive to variations in $T_1$. Since, however, the population relaxation time $T_1$ can be obtained rather accurately from both the SH pump-probe and SH three-beam diffraction traces (see Figs. 5.9 and 5.10), the value for $T_1$ obtained from these experiments can be inserted into the simulation of the self-diffracted traces as fixed input parameter.

Fig. 4.5 shows the influence of different dephasing times on the behavior of the SH self-diffracted correlation traces. Although the temporal peak shift of the traces varies more significantly than for different $T_1$ times, the sensitivity of the variation on $T_2$ is still rather small, which complicates a precise evaluation of the dephasing time from the measured data. A similar result for degenerate four-wave mixing, that is applicable to dephasing of bulk states, was obtained by Weiner et al. [169]. A more quantitative analysis of the calculated diffraction traces in comparison with our measured data is discussed in Chap. 6 (see Fig. 6.2).
Chapter 5

Incoherent dynamics

This chapter presents, models, and discusses the incoherent relaxation behavior of the excited dangling bond surface states on Si(111) and Si(001). The incoherent electron dynamics reflects the population relaxation of excited carriers that arises from multiple scattering processes of the carriers out of the optically coupled region in k-space. Two purely optical techniques are employed to monitor the population relaxation— which can be described in the Markovian relaxation-time approximation by a longitudinal relaxation time $T_1$— with femtosecond time-resolution. The incoherent second-harmonic (SH) pump–probe experiment directly samples the decay of a surface-state population that is induced by a resonant or near-resonant pump pulse. The coherent SH diffraction method in the three-beam geometry also allows to follow the relaxation through sampling the decay of the induced surface-state population grating. Both methods yield identical temperature dependent $T_1$ relaxation times on the order of 100 fs for dangling-bond surface states on silicon.

Before the presentation of the time-dependent measurements, it is useful to have some insights into the nature of the excitation mechanism and into the influence of the electronic excitation on the nonlinear optical response. For this purpose, we have investigated in Sect. 5.1 the static dependence of the second-harmonic intensity on the density of unoccupied dangling bond states, which can be controlled by adsorption, heating to a different surface reconstruction, and optical pumping. After these prerequisites, Sect. 5.2 presents the time-resolved measurements on the dangling bond dynamics using both the incoherent SH pump–probe and the coherent SH diffraction methods. Sect. 5.3 terminates this chapter with a discussion of the relevant relaxation mechanism that is implied by the measured data.

5.1 Excitation mechanism

In order to elucidate the excitation mechanism relevant to the dynamic properties of the surface state carriers, this section investigates the static behavior of the SH intensity during oxygen adsorption, its laser pulse fluence dependence, and its reaction while heating through the Si(111)7×7 ↔ "1×1" phase transition. Polarization-dependent measurements that yield information on the nature of the transient grating
are also presented.

5.1.1 Coverage dependence of the SH intensities

As discussed in Sect. 2.2, second-harmonic spectroscopic measurements [134] and hydrogen adsorption experiments [74,191] reveal that the second-harmonic process on silicon surfaces with incident photon energies around 1.55 eV (800 nm) is not only resonantly enhanced by unoccupied dangling bond states; there exists a further contribution to \( \chi^{(2)}_{\text{A}} \) by the \( E_1 \) resonance that is due to perturbed Si-Si bonds in the surface layer. Since the adsorption of hydrogen or oxygen quenches the dangling bond states, while disturbing the Si-Si bonds only to a small extent, it is possible to experimentally distinguish between the two terms by studying the behavior of the second-harmonic intensity during adsorption.

Fig. 5.1 shows the SFG intensity and the SH self-diffracted intensity from Si(111) and Si(001) as a function of molecular oxygen exposure. The solid lines denote the SH signal into the sum-frequency direction. This signal first decreases as a function of oxygen exposure; there is a minimum at 1.3 Langmuir (2.2 L), then the signal increases again and saturates at 30% (11%) of its initial value, for Si(111) (Si(001)). This behavior is well understood from Eq. (5.1). The SH response of the clean surface is dominated by the dangling-bond derived term. As more and more dangling bonds saturate as a result of oxygen exposure the signal decreases monotonically until the dangling-bond contribution becomes comparable with the nonresonant term in \( \chi^{(2)}_{\text{N}} \). A phase shift between both contributions, which are complex quantities, leads almost to a cancellation at an intermediate coverage. At high coverages, after a complete passivation of the surface, all dangling bonds are quenched and the SH response is thus given by the nonresonant background term.

The circles in Fig. 5.1 correspond to the SH self-diffracted signal from both p-polarized beams. This signal is 3 orders of magnitude weaker than the SFG signal. It decreases monotonically to zero as a function of oxygen exposure. The fact that this signal does not exhibit a minimum for intermediate oxygen exposures is important because it demonstrates that the main effect of the interfering incident beams is indeed the generation of a population grating of the Si dangling bonds, since this term is monotonically reduced during adsorption. Other possible excitations that might cause a spatial modulation of the SH efficiency appear to be weak.

For a quantitative analysis of the population changes of the dangling-bond surface states as well as of the relative influence of the nonresonant background term, we express the dependence of the surface second-order nonlinear optical susceptibility \( \chi^{(2)}_{\text{A}} \) on coverage \( \theta \) as a sum of two contributions [74]:

\[
\chi^{(2)}_{\text{A}}(\theta) = \chi^{(2)}_{\text{A,hb}}(1 - \theta) + \chi^{(2)}_{\text{A,NR}}.
\]  

The first term on the right side is the resonant contribution proportional to the number of dangling bonds, that is \( \chi^{(2)}_{\text{A,hb}} \) for the clean surface (\( \theta = 0 \)) and zero for the passivated surface (\( \theta = 1 \)). The nonresonant background term \( \chi^{(2)}_{\text{A,NR}} \) mainly arises from the two-photon resonance at 2\( \omega = 3.4 \) eV of the \( E_1 \) transition [145], but also includes

![Fig. 5.1: Dependence of the sum-frequency intensity (solid lines, left scales) and SH self-diffracted intensity (circles, right scales) from Si(111)7x7 (top panel) and Si(001) (bottom panel) at 80 K for zero time delay on molecular oxygen exposure. The dashed lines are fits based on the Langmuir adsorption model discussed in the text. The minima in the SFG intensities display the destructive interference between the resonant dangling-bond derived term and the nonresonant background term in \( \chi^{(2)}_{\text{A}} \) during oxygen exposure. The fact that there is no minimum in the SH diffracted intensities implies that the only contribution to this signal arises from the dangling-bond term.](image-url)
bulk quadrupolar and higher order surface and bulk contributions to SHG [70]. Since the coverage dependence of $\chi_{\text{NR}}^{(2)}$ is weak [134] and its contribution to the overall SH response is relatively small, this term is assumed to be independent of coverage. A schematic visualization of the behavior of $\chi_{\text{NR}}^{(2)}$ during adsorption according to Eq. (5.1) is depicted in the upper part of Fig. 5.2.

The quadratic pulse fluence dependence of SHG on both clean and passivated silicon surfaces at our maximal fluences of 400 $\mu$J/cm$^2$ (see Fig. 5.4 and Refs. [74, 133]) with the absence of any discernible saturation phenomena, indicates that these excitation conditions exert no significant influence on the population of dangling bonds. Both $\chi_{\text{db}}^{(2)}$ and $\chi_{\text{NR}}^{(2)}$ can therefore be assumed to be independent of fluence for our experimental conditions.

Considering the phase difference $\phi$ between the complex quantities $\chi_{\text{db}}^{(2)}$ and $\chi_{\text{NR}}^{(2)}$, Eq. (5.1) yields the nonlinear susceptibility (and thereby the relative SH intensities) from the clean surface, in the minimum of the adsorption curve, and at saturation

![Image of a graph showing $\chi_{\text{db}}^{(2)}$ and $\chi_{\text{NR}}^{(2)}$](image)

Fig. 5.2: Schematic visualization of the model for the dependence of the nonlinear optical susceptibilities $\chi_{\text{db}}^{(2)}$ (top) and $\chi_{\text{NR}}^{(2)}$ (bottom) on coverage. The destructive interference between the dangling bond contribution and the nonresonant background leads to a minimum in the absolute magnitude of $\chi_{\text{db}}^{(2)}$ during adsorption, whereas the sole contribution of the dangling-bond term gives rise to the monotonic decrease in $\chi_{\text{NR}}^{(2)}$ (see Fig. 5.1).

<table>
<thead>
<tr>
<th>Surface quantities</th>
<th>Si(111)7×7</th>
<th>Si(001)</th>
</tr>
</thead>
<tbody>
<tr>
<td>dangling bond density (cm$^{-2}$)</td>
<td>3.04·10$^{14}$</td>
<td>6.78·10$^{14}$</td>
</tr>
<tr>
<td>measured quantities $I_{\text{SPG}}/I_{\text{SPG}}(\theta=0)$</td>
<td>0.16</td>
<td>0.0069</td>
</tr>
<tr>
<td>$I_{\text{SPG}}(\theta=1)/I_{\text{SPG}}(\theta=0)$</td>
<td>0.39</td>
<td>0.11</td>
</tr>
<tr>
<td>$\theta_{\text{SPG, min}}$</td>
<td>1.3 L</td>
<td>2.2 L</td>
</tr>
<tr>
<td>$\theta_{\text{diff, decay}}$</td>
<td>0.59 L</td>
<td>0.91 L</td>
</tr>
</tbody>
</table>

Tab. 5.1: Measured and calculated values, derived from Fig. 5.1, for the adsorption of molecular oxygen on Si(111)7×7 and Si(001) at 80 K compared to literature data.

coverage [133]

$|\chi_{\text{db}}^{(2)}(\theta=0)|^2 = |\chi_{\text{db}}^{(2)}|^2 + 2|\chi_{\text{db}}^{(2)}||\chi_{\text{NR}}^{(2)}| \cos \phi + |\chi_{\text{NR}}^{(2)}|^2$

$|\chi_{\text{min}}^{(2)}|^2 = |\chi_{\text{NR}}^{(2)}|^2 \sin^2 \phi$

$|\chi_{\text{db}}^{(2)}(\theta=1)|^2 = |\chi_{\text{NR}}^{(2)}|^2$

(5.2)

The measured values extracted from Fig. 5.1 for the relative magnitudes $|\chi_{\text{db}}^{(2)}(\theta=1)/|\chi_{\text{db}}^{(2)}(\theta=0)|$ and $|\chi_{\text{min}}^{(2)}/|\chi_{\text{NR}}^{(2)}(\theta=0)|$ for Si(111) and for Si(001) are shown in Tab. 5.1. The insertion of these data into Eq. (5.2) yields for Si(111)

$|\chi_{\text{db}}^{(2)}(\theta=1)/|\chi_{\text{db}}^{(2)}(\theta=0)| = 2.2$

$\phi = 141^\circ$

(5.3)

and for Si(001)

$|\chi_{\text{db}}^{(2)}(\theta=1)/|\chi_{\text{NR}}^{(2)}(\theta=0)| = 3.9$

$\phi = 166^\circ$.
The obtained values for the magnitude ratio and relative phase of the two contributions are in reasonable agreement with previously determined values (Refs. [133, 138, 140, 192]).

The dependence of the oxygen coverage $\theta$ on the impinging $O_2$ molecule flux $\Phi$ can be modeled with Langmuir adsorption kinetics, which assumes the sticking coefficient to be proportional to unoccupied adsorption sites, $s(\theta) = s_0 \cdot (1 - \theta)$, and thus yields [194]

$$\theta = 1 - \exp(-s_0 \Phi t),$$

where the initial sticking coefficient $s_0$ is treated as a fit parameter.

An exposure of $1 \text{ L} = 10^{-6} \text{Torr} \cdot \text{s}$ corresponds to $3.58 \cdot 10^{14} \text{ cm}^{-2} \cdot \text{O}_2$ molecules striking the surface at a gas temperature of 300 K. In combination with the dangle bond density, the bond density of $3.04 \cdot 10^{14} \text{ cm}^{-2}$ on Si(111)7×7 and of $6.78 \cdot 10^{14} \text{ cm}^{-2}$ on Si(001), a fit to the SFG intensity yields $s_0(111) = 0.7$ for Si(111) and $s_0(001) = 1.0$ for Si(001).

These obtained initial sticking coefficients are also in reasonable agreement with other investigations, using SHG [133, 179], SFG [146], XPS [146], and LTID [193].

The dashed lines for the SFG intensities in Fig. 5.1 result from the adsorption model based on Eq. (5.1) under the assumption of Langmuir kinetics. They are in excellent agreement with the measured data (solid lines in Fig. 5.1) up to the minimum in SFG intensity, corresponding to a coverage around 0.7 ML. The discrepancies between calculated and measured SFG intensities at coverages above the minimum may be due to the increasing non-validity of Langmuir kinetics at higher coverages caused by adsorbate interactions.

Modeling the coverage dependence of the nonlinear optical susceptibility $\chi^{(4)}_s$ responsible for the SH diffracted radiation by a linear relation

$$\chi^{(4)}(\theta) = \chi^{(4)}_{\text{abs}} \cdot (1 - \theta),$$

where $\chi^{(4)}(\theta = 0)$ is the fourth order response function of the clean surface that arises from the dangling bonds, we obtain from

$$I_{\text{abs}} \propto |\chi^{(4)}|^2$$

the SH diffracted intensity

$$I_{\text{abs}}(\theta) = I_{\text{abs}}(\theta = 0) \exp(-2s_0 \Phi t).$$

The dashed lines for the SH self-diffracted intensities in Fig. 5.1 are derived from Eq. (5.8), using the initial adsorption coefficients obtained from the fits to the SFG intensities. The fact that they are in excellent agreement with the measured diffracted intensities (circles in Fig. 5.1) is a further indication for the validity of the SH coverage dependence model of Eq. (5.1).

**5.1. Excitation mechanism**

![Fig. 5.3: Dependence of the specular reflected SH intensity from Si(111)7×7 at 80 K on oxygen exposure generated by 120-fs pulses at 800 nm with fluences of 1.0 mJ/cm² and 14 mJ/cm². Though both measurements display the characteristic minimum feature that was discussed in the preceding section (see Fig. 5.1), for the higher pulse fluence the minimum occurs for much smaller oxygen coverage and the response of the oxygen-saturated surface exceeds that of the clean surface. This is a consequence of the strong electronic excitation of the $U_1$ band by the 14 mJ/cm²-pulse, which reduces the relative strength of $\chi^{(2)}_{\text{abs}}$ as compared to $\chi^{(2)}_{\text{NR}}$. (From Mauerer [133]).](#)

**5.1.2 Fluence dependence of the SH intensities**

Besides adsorption, a second independent means of reducing the dangling bond density is by resonant or near-resonant optical pumping. A sufficiently intense pump pulse can excite electrons from an occupied electronic surface band or from bulk valence states to a normally unoccupied dangling bond surface band, thereby diminishing the SH nonlinear optical response. Fig. 5.3 shows the reflected SH intensity from Si(111)7×7 as a function of the exposure with molecular oxygen for two different laser pulse fluences, observed by Mauerer [133].

The SH signal generated by the 1.0 mJ/cm² beam first decreases as a function of oxygen exposure; there is a minimum for about 1 Langmuir, then the signal increases again and saturates at 20% of its initial value, similar to the data shown in Fig. 5.1. The quantitative differences to the measurements in Fig. 5.1 can be assigned to the different excitation pulse properties (120 fs, spectrally narrow, one order of magnitude higher pulse fluence) and different input and output polarizations.

For the reflected SH signal from the intense 14 mJ/cm² pulse, the minimum occurs...
Fig. 5.4: SFG cross-correlation intensity (open squares, left scale) and SH self-diffracted intensity (circles, right scale) from a clean Si(111)7x7 surface as a function of laser pulse fluence F. The lines fitted to the data are proportional to \( F^2 \) and \( F^4 \), respectively.

for much smaller oxygen coverage and the response of the oxygen-saturated surface exceeds that of the clean surface. Here, the strong electronic excitation of the U1 band by the pump pulse, that was directly observed in the 2PPE experiments by Berthold (Sect. 2.5, Fig. 2.12) [177], reduces the relative strength of \( \chi^{(2)} \) as compared to \( \chi^{(2)}_{NR} \). This is expected for a resonantly enhanced SHG process with the U1 band acting as an intermediate state [1]. The same effect is exploited in SFG experiments of vibrational energy relaxation [6,195]. Experiments with delayed probe pulses show that the SH-signal recovers on a timescale of 200 fs to 2 ps depending on the pump fluence (see Figs. 5.14 and 5.15). The corresponding incoherent scattering processes are characterized by a population decay time \( T_1 \) [196].

In order to confirm that the second-harmonic diffracted signal is really created in a \( \chi^{(2)} \)-process, we measured the dependence of the diffracted intensity on the laser pulse fluence \( F \) (Fig. 5.4). As expected from Eq. (2.9), the diffracted signal is proportional to \( F^2 \); similarly, Eq. (2.11) implies the observed \( F^4 \) dependence of the sum-frequency intensity, as expected for a two-photon absorption process. The power dependence plotted in Fig. 5.4 also demonstrates the importance of using a cavity-dumped system for these studies. Due to the high nonlinearity of the \( \chi^{(2)} \)-process, the diffracted signal delivers only few photons. As it scales with the fourth power of \( F \), it would be very hard to detect without the cavity-dumping technique of our laser system, which enhances pulse energy more than one order of magnitude, while reducing the repetition rate. A usual Ti:sapphire oscillator with a factor of 100 higher repetition rate but 10 times lower energy per pulse would give a 100 times smaller diffracted signal.

The straight power law behavior of both SFG intensity and SH diffracted intensity up to a laser pulse fluence of 400 \( \mu J/cm^2 \) implies the saturation regime for dangling-bond excitation to start above this maximum excitation fluence. Since a pump pulse fluence of 280 \( \mu J/cm^2 \) already diminishes the SH response by 10\% (see Fig. 5.9), however, the saturation threshold can be estimated to be around 1 mJ/cm\(^2\). In fact, above 1.2 mJ/cm\(^2\) Mauerer observed substantial deviations of the SH reflected intensity from the theoretically expected quadratic behavior [133], indicating the saturation of electronic transitions involving dangling-bond states during the finite pulse duration. This interpretation is confirmed by the observation of a square dependence of the SH intensity for the whole investigated fluence range up to 21 mJ/cm\(^2\) from the oxidized Si(111) surface, on which the dangling bonds are quenched [133]. As in our investigations the sum of the pulse fluences of all incident beams on the silicon surface remained well below 500 \( \mu J/cm^2 \), electronic saturation effects can legitimately be neglected in the interpretation of our SH reflection and diffraction observations.

5.1.3 Dangling-bond density dependence of the SH intensities

The model presented in the previous sections relates the nonlinear susceptibility \( \chi^{(2)} \) to the density of unoccupied dangling bonds (Eq. 5.1). In order to test the validity of the model, it is desirable to alter this density by a method different from adsorption. Si(111) displays a reversible phase transition from the 7x7 reconstruction to a more disordered “1x1” phase at a transition temperature of \( T_c \approx 1100 \) K that was first reported by Lauder in 1964 [100]. Since the “1x1” phase corresponds to an adatom gas in which the adatom dangling bond density is increased by roughly 25\% with respect to the 7x7 structure [101], it is possible to corroborate the dangling-bond dependence of \( \chi^{(2)} \) by monitoring the SH response while heating Si(111) across \( T_c \).

Fig. 5.5 shows the SH intensity in the sum-frequency direction from Si(111) in the surface temperature range from 1080 K to 1130 K with two p-polarized input beams and unpolaredized detection. Due to the increasing background of black-body radiation from the silicon sample, it was not possible to discern the SH diffracted signal on the order of 10 photons/sec from the background noise above surface temperatures of 900 K. The SFG intensity in Fig. 5.5 displays a sudden rise of 45\% at 1106 K, corresponding to the transition from the 7x7 reconstruction below, to the “1x1” phase above the transition temperature. The absolute accuracy of the temperature measurement is estimated to be \pm 15 K at 1100 K. Neglecting the nonresonant background term \( \chi^{(2)}_{NR} \) in Eq. (5.1) is equivalent to the approximation that \( \chi^{(2)} \) is proportional to the number of dangling bonds. The increase of the SH intensity by a factor of 1.45 at
the transition temperature corresponds to a change of $\sqrt{1.45} = 1.20$ in $\chi_4^{(2)}$. The rise in areal dangling bond density from 19/49 = 0.39 per Si(111) surface atom in the 7×7 phase to 0.50 in the "1×1" phase would thus yield an increase of 0.50/0.39 = 1.28 in $\chi_4^{(2)}$. The slight difference of the experimental from the calculated factor may be a consequence of neglecting the nonresonant background term in $\chi_4^{(2)}$ at an incident photon energy of 1.55 eV (800 nm). The agreement between the factors can be enhanced by using incident photon energies that are farther apart from the $E_1$ resonance ($\omega = 1.7$ eV) (see Ref. [101]).

5.1.4 Temperature dependence of the SH intensities

A comparison of the surface temperature dependence of the SH reflected with the SH diffracted intensity provides a further means to examine the model developed in the preceding sections for $\chi_4^{(2)}$ and $\chi_4^{(0)}$. The nonlinear optical susceptibilities are sensitive to surface temperature due to temperature-dependent shifts in the energies of the surface electronic states. For the case of Si(111)7×7 a further contribution can result from changes in the thermal occupation of the narrow metallic surface states of the U$_1$/S$_1$ adatom dangling-band [78].
who obtained a behavior very similar to the SH reflected data [133].

The qualitative difference between second-order SFG and fourth-order SH diffracted signals with respect to surface temperature in Fig. 5.6 supports the interpretation of the adsorption measurements in Fig. 5.1. Analogously, both adsorption measurements and temperature dependence exhibit marked minima in the SFG signals, as well as the contrasting monotonic behavior of the SH diffracted signals. Thus the conclusion obtained from the adsorption data — two contributions to \( \chi_4^{(2)} \), whose destructive interference leads to a minimum in SH reflected intensity, and only one dangling bond-derived contribution to \( \chi_4^{(4)} \) that leads to a monotonic behavior of the SH diffracted intensity — is corroborated by the temperature dependencies of the SH intensities.

Fig. 5.7 displays an Arrhenius plot of the surface temperature dependence of the fourth-order nonlinear optical susceptibility \( \chi_4^{(4)} \) as obtained from the SH self-diffracted peak intensity from Si(001). The diagram shows that \( \chi_4^{(4)} \) can be parametrized by a doubly exponentially activated behavior

\[
\chi_4^{(4)} = A \exp\left(\frac{E_{act,1}}{k_BT}\right) + B \exp\left(\frac{E_{act,2}}{k_BT}\right)
\]

(5.9)

with two activation energies \( E_{act,1} = 1.3 \) meV and \( E_{act,2} = 60 \) meV. The origin of the lower activation energy of 1.3 meV, that manifests itself at temperatures lower than 540 K in Fig. 5.7, may be due to the coupling between the silicon dimers across dimer rows, which is in the meV range. The source of the activation energy of 60 meV is probably a result of the interaction of the excited carriers with phonons. Not only bulk longitudinal and transverse optical phonons display peak densities of states at energies around 60 meV at the top of the continuum of volume states, there is also a surface mode above the optical continuum calculated to be at 61 meV [197] or 67 meV [109]. This mode corresponds to a subsurface phonon mode localized between the first and second layer of the Si(001) surface [108,197].

5.1.5 Polarization dependence of the SH intensities

It is possible to learn more about the physical nature of the transient excitation by varying another accessible parameter of the incident photons: their polarization. Up to this point we only considered parallelly polarized beams, which leads to a periodic spatial modulation of the electron population; such gratings are therefore called population or concentration gratings. Transient effects generated by orthogonally polarized beams were observed and discussed for the first time by Smirn and coworkers [198-200]. As the radiation intensity is not modulated for orthogonal polarizations, no concentration grating is formed. The vector sum of two orthogonally polarized electric fields varies periodically along the surface between linear and elliptical polarization. Since the strength of the resonant excitation for each position in k-space depends on the polarization of the electric field, the excited-state population will have a preferred orientation (i.e. quasi-momentum) in k-space at each position in real space. This form of excitation is labelled as anisotropic (in k-space) state-filling. Due to the spatial variation of the polarization, the position of the anisotropic state-filling in k-space will vary in real space, even though the total excited-state concentration (summed over all orientations) remains spatially uniform in the ideal case of absence of a population grating [199]. This is the origin of the orientation grating.

In contrast to the diffraction experiments at the fundamental photon frequency by Smirn et al., we detected the second-harmonic signal, generated by an upconversion process. This process is resonantly enhanced by selected states in k-space whose occupation can be spatially modulated even in the case of an orientation grating, which then gives rise to a SH diffracted signal.

In order to study the possible influence of an orientation grating in relation to the anticipated population grating, we investigated the dependence of both sum-frequency and SH self-diffracted intensity on the relative polarization angle between the two linearly polarized excitation pulses (Fig. 5.8). As the incident polarizations determine the contributions of the different \( \chi_4^{(2)} \) tensor components, the SFG intensity with orthogonal incident polarizations exhibits only 60% of its maximum magnitude at parallel polarizations. The SH self-diffracted intensity, however, drops to below the detection threshold with orthogonally polarized incident beams.
Chapter 5. Incoherent dynamics

5.2. Time-resolved second-harmonic generation

5.1.6 Conclusion

In order to elucidate the electronic excitation mechanism, being a prerequisite for the interpretation of dynamic relaxation data, this section presented a number of static nonlinear optical measurements. Aiming for an analysis how surface electronic states influence the SH response, we employed three physically different methods to control the areal density of unoccupied dangling bond states: adsorption, optical pumping, and heating through a structural phase transition.

The behavior of both second-order SFG and fourth-order SH diffracted intensities from Si(111) and Si(001) during oxygen adsorption agrees excellently with the notion that the dangling bond states are gradually quenched, following Langmuir kinetics. These adsorption measurements also show that the excited population grating contributing to second-harmonic diffracted radiation is located only in the $U_1/5_1$ surface band and not in outer states, like the back bonds. The variation of the adsorption curves with increasing laser pulse fluence, as well as the drop in SH intensity following an optical pulse (see Fig. 5.9) reveal the excitation process by optical absorption that is responsible for the resonant enhancement of SHG. The straight power law dependences of SH reflected and diffracted signals on fluence, however, demonstrate the electronic system to be below the saturation regime. Heating Si(111) through the $7\times7 \leftrightarrow 1\times1$ structural phase transition, thereby increasing the number of dangling bonds per unit area by 25% substantiates the approximate proportionality of both nonlinear optical susceptibilities $\chi^{(2)}$ and $\chi^{(4)}$ on surface dangling-bond density.

The distinct behavior of SH reflected and SH diffracted signals with respect to surface temperature confirms the notion developed for the adsorption measurements of two destructively interfering contributions to $\chi^{(2)}$ as opposed to only one dangling bond-derived contribution to $\chi^{(4)}$. An investigation of the SH intensities on incident polarizations shows that the probe beam is diffracted from a transient population grating of dangling bonds, whereas the contribution of a hypothetical polarization grating is negligible.

These findings about the electronic excitation mechanism enable the interpretation of the time-resolved nonlinear optical experiments that are presented in the following sections.

5.2 Time-resolved second-harmonic generation

Due to the possibility to investigate electron dynamics at surfaces and interfaces with femtosecond time resolution, time-resolved SHG experiments gain increasing importance. A number of studies detected ultrafast, laser-induced order–disorder transitions in semiconductors by this technique [203–212]. In order to time-resolve the description of CO from Cu(111) Prybyla et al. utilized second-harmonic as a probe [213]. Matthias et al. used SH pump–probe to study ultrafast electron and magnetiza...
tion dynamics in various metals [132,214–219]. Magnetization dynamics in NiFe films and single-crystal Ni were also investigated with time-resolved magnetization-induced SHG after ultra-short magnetic field pulses [220] and after optical excitation [221]. Similarly, the time-resolved photo-induced SH nonlinear magneto-optical Kerr effect was employed for the study of spin dynamics at a GaAs(001) surface [222]. Jong et al. studied the electric field dynamics at a metal–semiconductor Schottky interface with time-resolved SHG [223]. Analogously, Nahata and Heinz reported the application of electric-field-induced SHG as a new technique for measuring the field of freely propagating terahertz radiation [224,225]. Recently, time-resolved SHG was used by Tom et al. for coherent phonon spectroscopy on GaAs surfaces and interfaces [8,226–228], and by Rasing et al. for the detection of coherent plasmon–surface phonon oscillations in a Au/GaAs Schottky barrier interface [223,229]. Another recent experiment by Guo et al. investigated the ultrafast dynamics of electron thermalization in gold [230]. Their use of time-resolved SHG implied an electron temperature dependent enhancement of the SHG signal.

In order to study the population relaxation time $T_1$ of excited silicon dangling-bond surface states, we employed two different purely optical second-harmonic techniques. In the incoherent SH pump–probe method, an intense 800-nm pump pulse resonantly, or near-resonantly, excites the electronic surface states. A synchronized time-delayed, relatively weak 800-nm probe pulse then samples the excitation within the surface by generating specularly reflected SH radiation. The intensity of the SH light, monitored as a function of pump–probe time delay, yields information about the temporal decay of the excitation induced by the pump. The second technique is based on the generation of a transient population grating of the surface dangling-bond states by two coincident pump pulses. A synchronized probe pulse is diffracted from the grating leading to second-harmonic light. Again, the intensity of the SH radiation as a function of time delay is a measure for the relaxation of the transient grating. The two techniques are presented in more detail in the following.

A strong pump pulse that populates the $U_2$ state on Si(111)T×7 can cause the SHG signal from a weak probe pulse to decrease. This effect has been exploited to study the fluence dependent relaxation times employing the same laser system as for the 2PPE experiments discussed in Sect. 2.5 [190]. In Fig. 5.9 we show a similar experiment with the considerably shorter pulses from the cavity-dumped Ti:sapphire laser used for the diffraction experiments. After exciting the clean Si(111)T×7 surface with a pump pulse, we observe a decrease of the SH signal of 10%. The recovery of the SH signal with time constant 215 fs reflects the scattering time of the excited electrons out of the optically coupled region in k-space.

Due to the proportionality of the second-harmonic reflected intensity to the square of $\chi^{(2)}$, the 10% drop of the SH signal implies an excitation density of 5% of the $U_2$ surface band and hence an excited adatom dangling bond population of $0.05 \times 1.92 \times 10^{14}$ cm$^{-2} = 9.6 \times 10^{12}$ cm$^{-2}$. The incident photon flux of $1.13 \times 10^{13}$ cm$^{-2}$, corresponding to the fluence of $280 \mu J/cm^2$ of the 1.55 eV photons, then gives a quantum yield for the excitation process of $1 \times 10^{-2}$. This is a very plausible value: under the assumption of an effective dangling bond absorption depth of 1 Å, the derived quantum yield implies an effective absorption coefficient of $10^6$ cm$^{-1}$, which is the universal direct interband absorption constant for semiconductors [180].

The interpretation of SHG pump–probe experiments may be complicated by pulse-induced changes of the bulk dielectric constant that affects the SHG process via Fresnel factors [132,204,210,211,231]. This effect is negligible in the present experiments because of the weak absorption of silicon, $\alpha_{\omega_0} \kappa = 50 \mu m$, $\alpha_{2\omega} \kappa = 40 \mu m$, at a wavelength of 800 nm [180]. If present, it would result in a spatial modulation not only of $\chi^{(2)}$ but also of $\chi^{(2)}$. The diffracted SH signal would then be affected by the (destructive) interference of both contributions to the SH response which is not observed. The absence of a significant difference in reflectivity before and after the pump pulse (see Fig. 5.14) supports this conclusion [133]. In addition, by measuring the oxygen coverage dependence of both the reflected SHG signal and the diffracted signal (see Sect. 5.1.1), a measurable bulk contribution to the observed pump–probe behavior or to the diffracted signal can be excluded [133,232].

A time-resolved SH signal from Si(111)T×7 obtained with the coherent transient
5.2. Time-resolved second-harmonic generation

![Graph of population relaxation time vs. temperature for Si(111)7×7 measured with incoherent pump-probe SH reflection and coherent three-beam SH diffraction.](image)

**Fig. 5.11:** Population relaxation time $T_1$ as a function of surface temperature for Si(111)7×7 measured with both incoherent pump-probe SH reflection (open squares) and coherent three-beam SH diffraction (circles). The monotonic decrease in $T_1$ with rising temperature for both datasets indicates the increased interaction probability of the dangling-bond electrons with optical phonons. A more detailed discussion of the relevant population relaxation processes in the electronic surface states is given in Sect. 5.3.

### 5.2.2 Si(001)

Due to the qualitative difference between the metallic Si(111)7×7 dangling-bond bands and the semiconducting Si(001) surface states, it is interesting to compare the $T_1$ relaxation times of Si(111) presented in the preceding section with the respective values for Si(001).

The population relaxation time $T_1$ as a function of surface temperature for Si(001) obtained with three-beam SH diffraction is shown in Fig. 5.12. For temperatures between 200 K and 600 K, $T_1$ is measured to be constant around 160 fs, which is only slightly smaller than the $T_1$ values for Si(111) around 180 fs, that behave similarly in this temperature range (cf. Fig. 5.11). Because of the increasing disturbing influence...
5.3 Discussion

This section includes a discussion of the obtained incoherent relaxation measurements that were presented in the preceding sections. A comparison of our data with other time-resolved investigations of the electronic structure of silicon surfaces facilitates the interpretation of our experiments. The metallicity of the U1/Si surface band on Si(111)7×7 allows its theoretical description using a two-dimensional Fermi liquid model, yielding relaxation times similar to our measured ones.

Previous studies on carrier relaxation behavior at silicon surfaces can be classified into electronic experiments, employing two-photon photoemission (2PPE), and purely optical experiments, that rely on second-harmonic generation.

5.3.1 Photoemission

A number of time-resolved 2PPE investigations were performed in the group of Bokor on Si(111)2×1 [21–23] and on Si(001)2×1 [26, 32]. On cleavage in UHV to expose the (111) face, silicon crystals exhibit a metastable 2×1 structure, that transforms into the thermodynamically favored 7×7 reconstruction upon annealing. The electronic structure of the metastable phase displays an occupied surface state of bonding
character π and an unoccupied state of antibonding character π* [37]. Boker et al. selectively photoexcited surface electrons into the normally empty antibonding surface state on Si(111)2×1 and followed the time decay of the excited population by time-resolved photoemission [21–23]. Due to their usage of laser pulse durations between 60 ps and 80 ps, they were only able to observe relaxation dynamics on a time scale of 100 ps. Boker and coworkers explained their data using a transient surface recombination model between π and π* via surface defect states [21–23]. In a similar study on the analogous Ge(111)2×1 surface Baenlem and Haight were able to follow the relaxation of the transient population in the normally unoccupied π*-antibonding surface band with sub-picosecond time resolution [233].

In more recent time-resolved 2PPE experiments on Si(001)2×1, Boker et al. obtained carrier relaxation in electronic surface states on a time scale of a few hundred femtoseconds to a few picoseconds, depending on the initial state energy [26, 32]. They concluded that the dominant contribution to the observed relaxation is associated with surface defect states [32]. New measurements conducted by Kutcher and coworkers on Si(001)2×1 implied a population relaxation time of the normally empty D_{down} dangling bond states near the band bottom at T on the considerably longer time scale of 100 ps, which they attributed to phonon-assisted recombination [234]. Their results most relevant to our work, however, are their measured relaxation times obtained with off-normal detection, yielding electron dynamics information for D_{down} states far from the band bottom. For this case Kutcher et al. measured T1 times in the range 150–300 fs, which is compatible with our results at Si(001) [234].

A further 2PPE study using laser pulses of 1–3 ps duration on various silicon surfaces by Rowe and coworkers showed that electron energy relaxation within the surface bands occurs on a time scale shorter than 3 ps [30]. Using the same technique, Goldman and Prybyla reported that the electron temperature inside the bulk conduction band decreases from 1500 K to 800 K in less than 60 fs after excitation [16, 17].

In order to study the population relaxation in the adatom dangling bond-derived U1 surface band of Si(111)7×7, Berthold conducted a detailed investigation using 2PPE, that was already presented in Sect. 2.5 [177]. The transient electron population within the bulk band gap generated by a pump pulse and detected by photoemission is shown in Fig. 2.12.

Exponential fits to the 2PPE data from Fig. 2.12 yield population life times T1 as a function of electron energy for the U1 band of Si(111)7×7 at 80 K (Fig. 5.13). The data approximately comply with the 1/E^2 behavior predicted by a crude model of Fermi liquid theory (dashed line in Fig. 5.13) [235]. The highest lifetimes around 150 fs at energies very close to the Fermi level compare well with the population relaxation times of 180 fs that were obtained with the very different, purely optical techniques pump–probe SHG and SH diffraction for Si(111)7×7 at low temperatures (Fig. 5.11).

![Fig. 5.13: Population lifetimes T1 as a function of electron energy from the U1 band of Si(111)7×7 at 80 K generated by 1.55 eV pump pulses and detected by photoemission with 4.65 eV probe pulses for ħω = 0. The lifetimes were extracted by exponential fits to the two-photon photoemission data shown in Fig. 2.12. The Fermi level is located around E = 0.2 eV. The dashed line proportional to 1/E^2 is an approximate result of Fermi liquid theory. (From Berthold [177]).](image)
Fig. 5.14: Second-harmonic intensity from the Si(111)7×7 surface for a probe pulse (1 mJ/cm², 800 nm) as a function of time delay in respect to a pump pulse (800 nm) for the pump fluences indicated. The upper curve shows the linear reflectivity for a pump fluence of 14 mJ/cm². The lines through the curves are exponential fits. (From Mauerer [133]).

After the exciting pump pulse the SH probe signal decreases substantially by up to 90% after delays of about 200 fs and does not recover to its initial level even after a delay of 100 ps (see inset in Fig. 5.14), corresponding to a second relaxation channel with a time constant in the nanosecond range. The relaxation times on the sub-ps and ps time scale show an increase with pump fluence, that saturates above 21 mJ/cm². Since the linear reflectivity shown in Fig. 5.14 does not exhibit any variations in excess of 1.5%, bulk excitations are disqualifed as origin for the considerable changes of the SH signal.

The comparatively large drop compared to our measured decrease on the order of 10% (see Fig. 5.9) is a natural consequence of the substantially higher pump pulse fluence applied by Mauerer, which is able to excite a significant fraction of the adatom dangling bonds responsible for the SH signal. Also the increased delay of minimum

---

Fig. 5.15: Relaxation times of the SH signal from a Si(111)7×7 surface after excitation with pump pulses of various fluences. The values were extracted by exponential fits to the data like in Fig. 5.14. The upper axis relates the pump pulse fluence to the maximum population \( P_{U_1} \) of the \( U_1 \) band using a two-level model. Inset: Schematic of the resonant enhancement of the SH-process via the adatom dangling bond states \( U_1 \) and the intraband electron–electron scattering, which leads to relaxation of the SH-signal after excitation by the pump pulse. Like in Figs. 2.2 and 2.12, \( U_1, S_2, S_3 \) are surface bands and the hatched areas show projected volume bands. (From Mauerer [133]).

SH intensity, which is due to the by an order of magnitude higher pulse duration compared to our study, is compatible with our result.

Fig. 5.15 shows the relaxation times of the SH signal as shown in Fig. 5.14 as a function of pump pulse fluence [133]. Mauerer observed a nearly linear increase of the relaxation times of the hot electrons from 470 fs up to 2.1 ps when increasing the pump fluences from 1.75 up to \( \sim 21 \) mJ/cm². An extrapolation of Mauerer's data to our much smaller fluences of a few 100 \( \mu \)J/cm² yields a relaxation time of 200 fs, in agreement with our SH pump–probe and three-beam diffraction measurements (see Fig. 5.11). The linear behavior is compatible to the direct proportionality between the quasiparticle lifetime and the 2D electronic density, as predicted by Fermi liquid theory (see Sect. 5.3.3). At pump fluences above 21 mJ/cm² the relaxation times and also the magnitudes of the pump-induced SH-dips saturate.

The gradual increase of the relaxation times with pump intensity is due to the reduction of phase space available for scattering processes, which is a direct con-
sequence of the enhanced dangling-bond population at higher pump fluences. In addition, the exceedingly high excitation densities result in strong screening of the electron-electron interactions, which also contributes to the observed increase of the relaxation times [236].

5.3.3 Theory
For a complete discussion of the incoherent population relaxation times on silicon surfaces, it is desirable to compare our measured data with results that are obtained from a theoretical model. Following the experimental evidence for the metalliclicity of the Si(111)7×7 surface by electron-energy loss spectroscopy (EELS) [78, 92–94], scanning tunneling spectroscopy (STS) [41, 88], and recently nuclear magnetic resonance (β-NMR) [98], we modeled the adatom dangling-bond carriers in the U1/S1 surface band by a free electron gas on a semiconducting substrate. The validity of such a treatment is corroborated by STS experiments by Heike and coworkers, who observed the naturally formed Schottky barrier between the surface states and the bulk states by surrounding parts of the surface by a closed trench [99]. With their setup Heike et al. were also able to measure the small but finite surface conductivity [99].

It is thus natural to describe the surface in terms of two-dimensional Fermi liquid theory. The most simple approach within this framework is based on a perturbative approach within the random-phase approximation (RPA), which was used by Giuliani and Quinn to calculate the inelastic Coulomb lifetime of a quasiparticle near the Fermi surface [235]. The qualitative dependencies of the inverse inelastic quasiparticle lifetime 1/τa at zero temperature for the different dimensionalities are known to be

\[ \tau_a \propto (E - E_F)^2 \]

(3D), \[ \tau_a \propto (E - E_F)^2 \ln |E - E_F| \]

(2D), \[ \tau_a \propto |E - E_F| \]

(1D).

The explicit two-dimensional electron-energy dependence of 1/τa at T = 0 K is given by [235]

\[ \frac{1}{\tau_a(E)} \propto \frac{E_F}{4\pi\hbar} \left( \frac{E - E_F}{E_F} \right)^2 \ln \left( \frac{E - E_F}{E_F} \right) - \frac{1}{2} \ln \left( \frac{k_{\text{TF},2D}}{k_F} \right) \]

(5.13)

with the Fermi wave vector kF and the Thomas-Fermi screening wave vector in 2D

\[ k_{\text{TF},2D} = \frac{2m^*}{4\pi\varepsilon_0 a^2} \]

(5.14)

At finite temperatures a result can be obtained only for quasiparticles very close to the Fermi surface, \[ |E - E_F| \ll k_B T \], by [235]

\[ \frac{1}{\tau_a(T)} \propto \frac{E_F}{2\pi\hbar} \left( \frac{k_B T}{E_F} \right)^2 \ln \left( \frac{k_B T}{E_F} \right) - \ln \left( \frac{k_{\text{TF},2D}}{k_F} \right) - \ln 2 - 1 \]

(5.15)

which is valid for temperatures \[ T \ll E_F/k_B \]. Both equations imply that the quasiparticle lifetime \( \tau_a \) is directly proportional to the electronic density.

The Fermi energy for the case of Si(111)7×7 can be obtained from the 2D electron density in the adatom dangling-bond states that form the U1/S1 surface band. This density n is given by the product of the ratio electrons per surface atom times the 3D number-density of atoms in crystalline silicon times the average distance between {111} lattice planes

\[ n = \frac{5}{49} \times \frac{8}{a^2} \times \frac{\sqrt{3}}{4} = 7.99 \times 10^{13} \text{ cm}^{-2} \]

(5.16)

with the lattice constant for silicon \( a = 5.43 \times 10^{-10} \text{ m} \). With the Fermi wave vector that is given in two dimensions by \( k_F = \sqrt{2\pi n} \), the Fermi energy for the adatom dangling-bond system of Si(111)7×7 can be calculated to be \( E_F = 191 \text{ meV} \).

The dependencies of the inelastic quasiparticle Coulomb lifetime for Si(111)7×7 on electron energy and on temperature, derived from Eqs. (5.14) and (5.15), respectively, are displayed in Fig. 5.16. Panel (a) shows that for electrons excited to energies about 40 meV above \( E_F \), the calculation yields relaxation times around 200 fs, which is close to our measured values (see Fig. 5.11). The 2PPE data for the electron lifetimes by Berthold as shown in Fig. 5.13 [177], though generally half an order of magnitude larger than the calculated values in Fig. 5.16a, display a qualitatively similar behavior. The quantitative discrepancy is not surprising, since the intense excitation...
conditions in the 2PPE experiment lead to a substantial phase space reduction for carrier scattering processes, which eventually leads to the increased observed lifetimes.

The temperature-dependent lifetimes as shown in panel (b) of less than 100 fs for temperatures above 400 K, although lower than our data for Si(111)7×7 in Fig. 5.11, qualitatively agree with the decreasing behavior of \( T_1 \) with increasing temperature. Thus the enhanced phase space at elevated temperatures available for carrier scattering may provide a further contribution to the diminished population relaxation times above 600 K, in addition to optical phonon absorption and emission processes.

The quantitative discrepancy indicates that the relatively crude approximation of the free two-dimensional electron gas within the random-phase approach describes the electron dynamics on this surface only very roughly. The main flaws in this description are the neglect of both band-structure effects and finite coupling of the surface carriers to bulk electrons in the substrate. In addition, the picture of one single excited quasiparticle fails to describe the real situation with the excitation of interacting electrons in a substantial fraction of the adatom dangling bonds.

Due to the spatial complexity of the 7×7 superstructure it is very difficult to obtain quantitatively reliable results on the electronic properties of the surface dangling-bond states. Local-density approximation (LDA) calculations by Ortega and coworkers of the electronic surface band structure of Si(111)7×7 reveal the metallic character of the adatom dangling-bond surface states [240–242]. Among the 12 adatom surface bands, corresponding to the 12 adatom dangling bonds per unit cell, according to Ortega et al. only 2 bands lie in the vicinity of 10 meV around the Fermi level [241]. The fact that only part of the adatom dangling-bond electrons give rise to the metallicity of the surface implies a reduced metallic electronic density \( \rho \) and thus a reduced Fermi energy \( E_F \). Since in both equations (5.14) and (5.15) the quasiparticle lifetimes are proportional to the electronic density, the calculations by Ortega et al. would imply smaller lifetimes than displayed in Fig. 5.16.

Despite the rough approximation of modeling the complex Si(111)7×7 surface by an idealized Fermi liquid approach, it has to be noted, however, that the RPA calculations yield the correct order of magnitude for the incoherent relaxation times and thus substantiate the experimentally observed indications for the metallicity of the dangling-bond bands on Si(111)7×7.

### 5.3.4 Scattering mechanism

From various SHG investigations, including adsorption [74], spectroscopy [134], and time-resolved experiments [133], and also from 2PPE studies performed under similar conditions [177] (Sect. 2.5), it is evident that for incident 1.55-eV (800-nm) photons the adatom dangling-bond states of Si(111)7×7 are the (near) resonant intermediate levels in the SH process. Their role is illustrated schematically in the inset of Fig. 5.15. An intense 1.55-eV pump pulse populates the partially unoccupied adatom dangling-bond states, whereas the relatively weak delayed probe pulse, that does not influence the dangling-bond population significantly, finds less unoccupied electronic states available for the enhancement of the SH process. The recoveries of the SH intensity with increasing probe delay time demonstrate the scattering times of the excited electrons out of the optically coupled region of adatom dangling-bond states in k-space.

In principle, the observed recovery of the SH signal in pump–probe experiments as well as the measured \( T_1 \) relaxation times obtained with the three-beam transient grating setup could be a result of carrier diffusion. However, since the adatom dangling-bond states are located energetically within the bulk band gap, diffusion or drift of the excited electrons normal to the surface into the volume is inhibited. In addition, the dynamics of space charges and the resulting band-bending and surface electric fields that lead to drift currents have been shown experimentally on Si(111) surfaces to lie between nanoseconds and microseconds [24, 29], far beyond the ps and sub-ps time scale of our experiments. Lateral carrier diffusion also occurs on time scales much longer than 1 ps for our spot sizes and grating periods on the order of 100 μm. Therefore the observed incoherent relaxation dynamics truly reflects population decay in k-space as opposed to diffusion in real space.

Candidates for scattering processes include Auger processes and radiative recombination. However, as these processes occur on much longer time scales than the femtosecond to picosecond range investigated in our study, they are irrelevant in our temporal regime. Radiative recombination times in volume semiconductors have been observed between nanoseconds in direct band gap materials up to milliseconds in indirect semiconductors, in which the interaction with phonons is necessary for the recombination process [180]. The time scale of radiative recombination between surface states can be concluded from a 2PPE experiment by Bokor et al. on Si(111)2×1, that yielded the direct recombination between the antibonding \( \pi^* \) and the bonding \( \pi \) surface band in the sub-ps regime [21]. The relatively slow time dependence of direct recombination favors this process as key candidate for the long-time component on the nanosecond time-scale, that was observed by Maurer (see inset of Fig. 5.14) and also in this work with both SH pump–probe experiments and the three-beam SH diffraction technique (barely visible in Figs. 5.9 and 5.10). Since lattice heating by the pump pulse can be estimated to be less than 25 K [133], thermal effects cannot be responsible for the long-time component in the SH signals. This slow component may be a result of the isotropic filling of the excited electrons within the U/\( \gamma \) adatom dangling-bond surface band after equilibration of the excited carriers. Once the band is isotropically filled in k-space, recombination leads to the relaxation of the long-time component on the nanosecond time scale.

Defects and impurities are both efficient centers for non-radiative recombination and scatterers for electrons. Although defect and impurity scattering occur mostly elastic, the significant wave vector change of the scattered electron can lead to its...
relaxation out of the optically coupled region in k-space and thus to the observed relaxation of the SH signals in pump–probe and three-beam diffraction experiments (see Figs. 5.9 and 5.10). Experimentally, trapping and scattering times at defects and impurities on the Si(111)2×1 surface have been determined by 2PPE to be around 200 ps [21, 22], far beyond the time scale of femtoseconds to sub-picoseconds of our investigation. The irrelevance of defect and impurity scattering in our temporal regime is further corroborated by the independence of the population relaxation time with respect to oxygen coverage on Si(111)7×7 [133].

Another possibility for the relaxation mechanism of the excited electron population is the interaction with phonons. Due to the non-polarity of bulk silicon and thus the absence of any piezo-electric electron–phonon interaction, the interaction of the carriers with both acoustic and optical phonons is limited to deformation potential scattering. The weakly polar bonds at silicon surfaces, that are a result of charge transfer, are barely able to initiate any substantial piezo-electric contribution to the integral electron–phonon scattering rate. As a consequence of the typical scattering times of acoustic phonons in the nanosecond range [3], they play no role for the ultrashort relaxation component in our experiment.

The emission of optical phonons, on the other hand, has been shown to occur on a time scale of 100 fs in bulk silicon [3, 31]. The interaction with optical phonons is therefore a relevant candidate for our observed carrier relaxation time. The pronounced decrease in the population relaxation time for Si(111)7×7 at temperatures above 600 K (see Fig. 5.11) is an indication for the involvement of optical phonons at elevated temperatures. The observed decrease can, however, also be explained using a purely electronic phase space argument within Fermi liquid theory (see Fig. 5.16). However, since the screening of the deformation potential by high electronic densities is relatively weak [3], the electron–phonon interaction cannot account for the observed substantial increase in scattering time with increasing pump pulse fluence, as shown in Fig. 5.15 [133]. Nevertheless, it is very well possible that optical phonon scattering is the dominant relaxation process in Si(001).

For this reason, it is sensible to assign the fast relaxation of the SH signals in pump–probe and three-beam diffraction at the Si(111)7×7 surface to electron–electron scattering within the U/I/S1 surface bands formed by the adatom dangling bonds. The quasi-elastic process of intraband electron–electron scattering (see inset of Fig. 5.15) implies that energy dissipation is not necessary in the fast relaxation process.

Chapter 6

Coherent dynamics

Although the incoherent population relaxation times as discussed in the preceding chapter yield valuable information about the carrier scattering mechanism, one has to be aware, however, that the measured T1 time is always a result of multiple scattering processes. This is a consequence of the experimental procedure of the SH pump–probe and SH three-beam diffraction schemes that both are sensitive to scattering of excited carriers out of the optically coupled region in k-space and thus yield average relaxation rates of a multi-step process. For the investigation of single carrier scattering instances it is necessary to employ an experimental technique that probes an electronic quantity which changes its value significantly in each interaction event. This one quantity is the phase of the electronic wavefunction that is addressed in coherent experiments. By measuring the dephasing times T2 of induced electronic polarizations such methods gain important additional information on relaxation processes compared to incoherent techniques.

Carrier dephasing rates are important for understanding phenomena such as coherent generation and control of photocurrents in semiconductors [243, 244] as well as coherent optical switching by ultrafast pulses [245]. In order to determine the inelastic transport scattering time in semiconductor heterostructures independently of the elastic one, coherent techniques based on the observation of a current echo can be employed, as proposed theoretically by Niggemeier et al. [246]. Recently, Weinelt, Reuss, and coworkers studied the dephasing of image-potential states on Cu(001) by means of time- and energy-resolved two-photon photoemission [11, 247]. They obtained the influence of pure dephasing through the loss of coherence in quantum-beat spectroscopy and also from the results of linewidth and decay-rate measurements [11, 247].

Especially in solid-state investigations, photon echo experiments have been widely employed for the determination of dephasing times (see Sect. 2.3) [8]. To my knowledge, the only surface-sensitive experiment that makes use of the photon echo is the sum-frequency up-conversion scheme by Guyot-Sionnest, in which he studied the dephasing of the transient polarization of the Si–H adsorbate–substrate stretch vibration on Si(111) in real time [12]. With his setup, he succeeded in separating the dephasing due to the homogeneous linewidth from inhomogeneous broadening.

Whereas the extraction of quantitative population relaxation times T1 from the
time-resolved SH diffracted signal is relatively straight-forward (see Figs. 5.9 and 5.10), the deduction of dephasing times $T_2$ from the data is quite difficult. The reason for this difficulty is twofold: In the two-beam self-diffraction geometry, the temporal shift of the SH self-diffracted signal to positive time delays is mainly a function of the pulse duration (see Sect. 4.2), and depends only very insensitively on the dephasing time (see Fig. 6.2). Additionally, for both two-beam and three-beam setups, the determination of $T_2$ depends on the model used for the electronic system. Besides the qualitative fundamentals of this model (homogeneous, inhomogeneous, or continuum model), the quantitative characteristics of the electronic band structure – which are not very well known for surface states – also influence the calculated dephasing times.

As already mentioned, we employed two methods to study the dephasing times $T_2$ of electronic surface states on Si(111) and Si(001). Sect. 6.1 presents the results of the two-beam SH self-diffraction experiment. In this set of measurements, the temporal shift of the diffracted signal with respect to the SFG cross-correlation time delay zero yields information about the order of magnitude of $T_2$ under the assumption of inhomogeneous broadening. The more advanced three-beam SH diffraction experiments with two independent time delays are the subject of Sect. 6.2. The use of three different incident directions together with the two independently tunable time delays provides a powerful tool to examine temporal relaxation behavior by means of spatial selection of the emerging beams. Finally, in Sect. 6.3 the different phenomenological models for the interpretation of the SH diffraction experiments are presented and discussed. The question which of these models – inhomogeneous broadening or continuum excitation – correctly describes the electronic systems under investigation, could be elucidated experimentally through the resolution of the SH diffracted signal in real time. This inherent uncertainty prevents the extraction of precise values for the dephasing times from our experimental data.

## 6.1 Second-harmonic self-diffraction

The second-harmonic self-diffraction setup is based on two synchronized incident optical pulses. The second pulse generates a transient population grating in the surface through interaction with the polarization in the material that was induced by the first pulse. In addition, photons from the second beam are diffracted from the transient grating, giving rise to second-harmonic light, which is detected as a function of time delay between the two pulses. A more qualitative description of the process was presented in Sect. 2.4.

With our experimental setup (Fig. 3.10) we were able to measure simultaneously the sum-frequency cross-correlation (Fig. 6.1a) and the correlation trace of the diffracted signal (Fig. 6.1b). Under the assumption of ideal sech$^2$ pulses, the width of 22 fs of the SFG cross-correlation corresponds to a pulse duration of less than 14 fs.

![Fig. 6.1: a) SFG cross-correlation and b) self-diffracted SH signal from two beams incident on a clean Si(111)7×7 surface under 22° and 24°. The solid line through the data of the cross-correlation (a) and the dashed line in (b) indicate the calculated response of sech$^2$ pulses with a full width at half maximum of 14 fs. The shift and asymmetric broadening of the diffracted signal corresponds to a dephasing time around 10 fs under the assumption of an inhomogeneously broadened distribution of three-level systems [248].](image)

- on the sample in UHV. With this cross-correlation we determined time delay zero.

The most obvious characteristic of the diffracted signal is its shift to positive delay times. In addition, it exhibits a sharper rise than the SFG cross-correlation, and it is asymmetric. In the case of negligible relaxation times $T_1$ and $T_2$, one would expect a symmetric distribution with half-width of 17 fs (dashed line in Fig. 6.1b) for the sech$^2$ pulses that produce the SFG signal of Fig. 6.1a. This hypothetical correlation displays a narrower temporal width, because it corresponds to a four-photon absorption process, whereas in the SFG cross-correlation only two photons are absorbed.

The shift to positive delays thus reflects the finite temporal response of the system. The best fit based on optical Bloch equations with variable finite decay time yields $\tau_0 \approx 10$ fs under the assumption of inhomogeneous broadening.

Maurer earlier conducted SH self-diffraction measurements on Si(111)7×7, but was not able to detect a finite temporal shift of the diffracted trace with respect to the SFG cross-correlation trace [133]. He observed neither the sharper temporal rise,
nor the asymmetry of the SH diffracted signal, which followed closely the shape of the SFG cross-correlation. The reason for his observation is probably the relatively long duration of his 120-fs pulses, that prevented the detection of relaxation phenomena on the femtosecond time scale.

Since the aim of this experimental scheme is to extract quantitative information about the dephasing processes, it is natural to take a look at the most prominent characteristic feature of the diffraction trace – the peak shift with respect to time delay zero – as a function of $T_2$. Fig. 6.2 shows the dependence of the peak shift as calculated within the density-matrix framework discussed in Chap. 4 on the dephasing time $T_2$ for both homogeneous and inhomogeneously broadened three-level systems. In both cases the dependence of the shift on $T_2$ is rather small, which complicates a precise determination of $T_2$ from the measured correlation traces. Qualitatively similar results for degenerate four-wave mixing were obtained by Weiner et al. [169].

Since typical diffracted shifts measured in our experiment lie between 6 fs and 9 fs (between dashed lines in Fig. 6.2), the dephasing time can, however, be extracted from the data to be on the order of 10 fs for both homogeneous and inhomogeneous model. Due to the insensitivity of the shift within the continuum model, that is discussed in Sect. 6.3, no information on $T_2$ can be extracted from the measured self-diffracted

correlation traces in that case.

In the present self-diffraction experiment, however, the simultaneous measurement of the SFG cross-correlation (Fig. 6.1a) guarantees that shift and asymmetry of the diffracted signal (Fig. 6.1b) are caused by a finite intrinsic time constant. The deduced value of $T_2 \sim 10$ fs is smaller than the dephasing times observed for free-carrier dephasing in bulk semiconductors or semiconductor quantum wells [5] but larger than that of metallic systems [249]. Since the charge density in the dangling bonds of Si(111)7×7 is intermediate to those cases, this is the expected behavior.

The dependence of the SH self-diffracted temporal peak shift with respect to the SFG sum-frequency time delay zero is presented in Figs. 6.3-6.5 for Si(111)7×7 and in Figs. 6.6-6.7 for Si(001). Since the dependence of the shift on the various parameters is rather small or even absent, the insensitive shift-to-$T_2$ relation (see Fig. 6.2) did not allow to infer quantitative information on the variation of the dephasing time.

Fig. 6.3 shows the slight surface temperature dependence of the peak shift for Si(111)7×7. Due to the enhanced disturbing influence of black-body radiation from the surface at elevated temperature on the weak SH diffracted signal, it was not possible to extend the accessible temperature range beyond 800 K. The peak shift of 7 fs at 80 K is compatible with the low-temperature measurements with variable coverage (Fig. 6.4) and pulse fluence (Fig. 6.5), that were obtained with different silicon samples, and thus confirms the reproducibility of the measured data. The observed increase of the peak shift from 7 fs at 80 K to 9 fs at 800 K is probably a result of temperature-dependent variations in the energies of the surface electronic states. The resulting variations in the detuning of the incident photon energy relative to the distribution of transition energies lead to changes in the magnitude of the observed self-diffracted peak shift (see Fig. 4.3).

In Fig. 6.4 the dependence of the self-diffracted peak shift from Si(111)7×7 on oxygen exposure is displayed. A calibration of the coverage using the exposure-dependence of the diffracted intensity (Fig. 5.1) yields an oxygen coverage of almost
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Fig. 6.4: SH self-diffracted peak shift from Si(111)7×7 at 80 K with respect to the SFG time-delay zero as a function of O2 exposure. The data point of highest exposure (1.8 L) corresponds to an oxygen coverage on the order of 1 monolayer (see Sect. 5.1.1 and Fig. 5.1).

![Graph](image2)

Fig. 6.5: SH self-diffracted peak shift from Si(111)7×7 at 80 K with respect to the SFG time-delay zero as a function of total pump and probe pulse fluence.

one monolayer for the data point of highest exposure (1.8 L). The absence of any significant variation of the shift in Fig. 6.4 does, however, not rule out a substantial decrease of the dephasing time due to the existence of efficient scatterers (i.e. oxygen atoms) on the surface. Since the magnitude of the peak shift stays at a finite minimum value even for vanishing dephasing time resulting from the finite population relaxation time (see Fig. 4.5), it is not possible to imply constant $T_1$ times from constant peak shift. In fact, Reuss, Weinit, and coworkers studied the influence of surface defects and disorder on the dephasing rates of image-potential states on Cu(001) using two-photon photoemission [11,247]. By adsorbing CO onto the copper surface, they observed a pronounced dependence of the dephasing rate on the degree of disorder on the surface [11,247].

The pulse fluence dependence of the diffracted peak shift for Si(111)7×7 is shown in Fig. 6.5. In analogy to the discussion of Fig. 6.4, the constancy of the shift with respect to variations in pulse fluence does not allow to draw conclusions for the behavior of the dephasing rate. The behavior of the population relaxation time $T_1$ as a function of pump pulse fluence has been investigated by Mauerer [133] and was discussed in Sect. 5.3 (see Figs. 5.14 and 5.15).

In order to assess the experimental results for Si(111), it is useful to compare the SH self-diffracted data with identical measurements on Si(001). Fig. 6.6 shows the surface temperature dependence of SH self-diffracted peak shift for Si(001). Below 200 K Si(001) exhibits a peak shift around 5 fs, whereas at higher temperatures the shift is observed around 8 fs. The behavior complies with the measured population relaxation time $T_1$ as a function of temperature (Fig. 5.12), which shows a $T_1$ time of 100 fs in the low-temperature c(4×2) reconstruction, but an increased $T_1$ time of 160 fs in the high-temperature 2×1 phase. Since for small dephasing times the value of the $T_1$ time is a dominant contribution to the magnitude of the peak shift, its qualitative behavior as a function of temperature is not surprising. The reason for the relatively high transition temperature above 200 K in Fig. 6.6, as opposed to 150 K in Fig. 5.12 may be a result of the coexistence of both structures on the surface, which has been observed in earlier studies of the phase transition [37].

The oxygen exposure dependence of the peak shift for Si(001) is shown in Fig. 6.7. As in the case of Si(111), the data for low temperatures of clean Si(001) are consistent with each other (cf. Fig. 6.5). The fact that the peak shift of 5 fs at 80 K for Si(001) is smaller than the value of 7 fs for Si(111) is readily explained by the smaller low-temperature $T_1$ of 100 fs compared to 180 fs, respectively (see Fig. 5.11 and 5.12). The rising behavior of the peak shift with increasing coverage that is displayed in Fig. 6.7 indicates an increase in $T_1$, which complies with the carrier transport model to efficient recombination centers as discussed in Sect. 5.2. Since the adsorption of oxygen destroys the well-ordered surface structure of clean Si(001), the transport of surface carriers to the recombination centers (e.g. steps) is hindered. Therefore, the adsorption of oxygen on Si(001) increases the population relaxation time $T_1$, which appears as increasing magnitude of the peak shift in Fig. 6.7.
The discussion in this section reveals, that our transient grating experiment in the SH self-diffracted two-beam geometry delivers only limited quantitative information about the dephasing time of the electronic surface states investigated. From the analysis of Fig. 6.2 it is only possible to deduce $T_2$ on the order of magnitude of 10 fs under the assumption of a inhomogeneously broadened distribution of three-level systems, that is characterized by vanishing coupling between the three-level systems. The introduction of finite coupling leads to a continuum model that is discussed in Sect. 6.3.

6.2 Second-harmonic three-beam diffraction

One possibility to extend the capabilities of the second-harmonic diffraction experiments in terms of extractability of physical relaxation parameters is the lifting of the spatial and temporal degeneracy of the incident excitation beams. In the self-diffraction setup, we used one of the two incident beams simultaneously as a pump pulse that generated the transient population grating together with the other pulse, and as a probe pulse that was diffracted from the grating it generated itself. In order to enhance the experimentally accessible degrees of freedom, we therefore extended the two-beam geometry with a spatially distinct synchronized third beam.

A special form of the SH three-beam diffraction scheme has already been presented in Chap. 5. The data in Fig. 5.10 have been obtained with the three-beam geometry, in which the two pump beams that produce the grating are temporally coincident, and the time delay with respect to the diffracted probe beam is varied. By using this setup it is possible to deduce population relaxation times directly from the SH diffraction trace (see Fig. 5.10).

A set of three-beam second-harmonic diffraction measurements into direction $2k_\ell +$
$k_b - k_a$ is shown in Fig. 6.8. Compared to two-beam self-diffraction, three-beam diffraction has one additional temporal degree of freedom, that is the additional second time delay. In Fig. 6.8 one delay is displayed on the $x$-axis, while the other is chosen to be a parameter of the different curves. With increasing delay $\tau_2$ the correlation traces shift from negative delays $\tau_2$ to zero, while rising in intensity. From $\tau_2$ values of a few 100 fs, the traces stay centered at $\tau_2 = 0$ and decay on the time scale of the population relaxation time.

This behavior can be understood qualitatively by a transient population grating generated by $k_b$ and $k_a$ from which $k_c$ is diffracted (upper photon diagram in Fig. 6.8). The lower photon diagram in Fig. 6.8 corresponds to the upconversion of a photon echo, that is not visible in our data. If present, a photon echo should appear in form of additional peaks near $\tau_2 = 2\tau_1$ for negative time delays. However, this observation does not rule out an inhomogeneously broadened system, because small dephasing times $T_2$ give rise to temporal shifts of the echo and also to very small echo intensities. As already discussed in Sect. 5.2, the $T_2$ values deduced directly from the three-beam correlation traces are fully consistent with the ones that we observe with second-harmonic pump–probe (see Fig. 5.11).

A summary of the different purely optical second-harmonic experiments that we performed is displayed in Fig. 6.9. The incidence of three pulses onto the surface leads to a bunch of reflected and diffracted beams at the second-harmonic frequency (top panel in Fig. 6.9). The resulting second-harmonic beams emerge in four different categories: The open squares represent the reflected second-harmonic signal originating from two photons of one single beam ($2k_a$). It shows the characteristic dip after a pump pulse and the subsequent reincrease that is a measure for the population relaxation time $T_1$ (see Fig. 5.9). The dashed line around time delay zero is the sum-frequency cross-correlation trace that arises from the interaction of one photon of two distinct beams each ($k_a + k_b$). Its temporal position denotes time delay zero and its width allows to deduce the pulse duration. The solid line is the second-harmonic self-diffracted correlation trace shown already earlier in Fig. 6.1. It originates from three photons of one beam and one photon of another beam ($3k_a - k_b$). Its shift to positive time delays allows to infer $T_2$ dephasing times. The signal denoted by the circles is impossible to obtain in a two-beam self-diffraction geometry. It corresponds to a four-photon absorption process from three distinct beams, such as one beam contributes two photons ($2k_b + k_a - k_b$). Though the trace shown here allows to extract $T_1$ population relaxation times (also see Fig. 5.10), the freedom of two independently adjustable time delays also allows to obtain further information about dephasing processes characterized by $T_3$.

Before we discuss the applicability of several phenomenological models to our data in Sect. 6.3, the numerical simulation of the three-beam diffracted correlation traces under the assumption of inhomogeneous broadening is presented. For the accurate determination of the relaxation rates it is necessary to model the temporal evolution of the diffracted SH signal by means of a density-matrix calculation, as discussed in Chap. 4. Such a description yields several terms of the form (2.9) for the nonlinear
polarization $P_4(\chi)$ (see App. A). These terms correspond to different possibilities for the temporal order of the four incoming photons that contribute to the $\chi^{(4)}$ process.

Fig. 6.10 schematically displays the set of differential equations (B.13) for the polarizations and populations of first, second, third, and fourth order, that was derived in App. B. The consecutive absorption of four photons transform the ground state $\rho^{(0)}$ to the fourth order polarization $P_4$, giving rise to 6 different paths that lead from $\rho^{(0)}$ to $P_4$. Each of these paths corresponds to one distinct $\chi^{(4)}$ photon process shown in Fig. 6.11.

From the arrangement in Fig. 6.11 it is apparent that the second-harmonic diffraction process is not equivalent to a mere upconversion of the four-wave mixing signal like in two processes A and B. For a correct simulation of our experimental data we therefore take into account all six terms.

A result of a numerical calculation for the three-beam geometry as presented in Fig. 6.8 is shown in Fig. 6.12. Besides qualitative differences compared to the experimental data in Fig. 6.8, that arise from unprecise input parameters, the calculation shows all qualitative features of the measured correlation traces. Both, the behavior of the peak from negative values up to a saturation at zero, and also the rise and fall of the peak intensity with increasing $\tau_1$ are reproduced.

A more detailed comparison of experimental SH three-beam diffraction data, like in Fig. 6.8, with density-matrix based calculations (Fig. 6.12) is presented in Fig. 6.13. Shown are experimental results for Si(111)7×7 (circles) and Si(001) (open squares) at 80 K together with a simulation (solid line) assuming an inhomogeneous, 600 meV broad distribution of intermediate states, $T_1$ times of intermediate and upper level of 500 fs, and pure dephasing times $T_2^*$ of 5 fs for all three levels. The data were derived from compilations like Fig. 6.8 by representing each correlation trace by its three most intuitive parameters: peak intensity, peak shift with respect to time delay $\tau_1$ zero, and FWHM. The three values are displayed as a function of $\tau_1$ (the parameter of the different curves in Fig. 6.8) in the upper, center, and lower panel, respectively.

The peak intensity in the upper panel is similar to the diffraction trace at time delay $\tau_1 = 0$ shown in Fig. 5.10. It increases on the time scale of the pulse duration to its maximum value, before it decays on the time scale of the population relaxation time $T_1$. The experimental peak intensities match the simulated data fairly well.

The peak shift in the center panel of Fig. 6.13 shows an increase from negative values to its saturation value zero, which is reached around time delay $\tau_1 = 0$. The fit between the calculated curve and the experimental data is excellent, both in terms of the slope of the increase and the saturation behavior. However, both Si(111) and Si(001) display an overshoot to positive time delays, that is not reflected in the simulation. The distinct time scales of the temporal decay of the overshoot — on the order of several 100 fs for Si(111) but at least an order of magnitude more rapidly
for Si(001) – may include important quantitative information about the dephasing rates. Since the overshoot is not existent in the simulation of the inhomogeneously broadened model, a calculation using the continuum model would be highly desirable (see Sect. 6.3).

The width of the correlation traces in the lower panel of Fig. 6.13 show little variation as a function of delay \( \tau_0 \). The calculated values match the measured data better than 10%. Despite minor differences between the experimentally obtained SH three-beam diffraction traces and the density-matrix based calculations, the agreement between model and experiment affirms the validity of the theoretical approach.

6.3 Phenomenological models

For both, the physical understanding of the underlying fundamental relaxation processes and the correct theoretical treatment of the diffracted correlation traces, a microscopic description of the nonlinear optical and electronic processes at the investigated surfaces would be highly advantageous. However, the lack of precise experimental information and theoretical calculations of the electronic band structure of Si(111) and Si(001) and also the inavailability of certain degrees of freedom in our experiment – such as the impossibility to change the excitation wavelength – at the moment prevent the treatment on a microscopic level. Therefore, we are forced to rely on phenomenological models for the description of our experiment; three of these models are presented in Fig. 6.14.
Chapter 6. Coherent dynamics

6.3. Phenomenological models

A relevant model would have to explain why the finite response time of the system that is clearly visible in the diffracted signal (Fig. 6.1b) does not appear in the SFG signal (Fig. 6.1a). If the polarization $P_{opt}$ created by the pulse $k_x$ is present when the delayed pulse $k_x$ arrives at the surface, $2\nu$ photons should be emitted. In fact, this has been exploited in IR-visible SFG experiments to measure the free induction decay of adsorbate vibrations [12, 13].

In the introduction to the transient grating experiment (Sect. 2.4) we assumed that the system is characterized by one resonantly excited transition frequency $\omega_{tr}$ (homogeneous system in Fig. 6.14). In this case the polarization $P_{opt}$ would decay with a time constant $T_2$ and the measured diffracted signal $I_0 \propto |P_{opt}|^2$ with $T_2/2$. However, this situation is not directly applicable to our experiment. The 7x7 structure of Si(111) is characterized by four energetically inequivalent adatoms [87], the U1 band has a width of several 100 meV (cf. Fig. 2.12), and the valence band provides a wide energy range for the initial states of excitation. In addition, the electronic band structures of surface states on both Si(111) and Si(001) (see Figs. 2.2 and 2.4) display a finite dispersion within their respective Brillouin zones, that leads to an inhomogeneous broadening in $k$-space. Despite the short excitation pulses it is reasonable to assume that the inhomogeneous linewidth of the transition is larger than the spectral width of the pulse ($\sim 120$ meV). Since the different excited eigenfrequency components evolve at different rates $e^{i\omega_{tr}t}$, the macroscopic polarization $P_{opt}$ created by the first pulse will decay to zero within the pulse width, even in the absence of dephasing collisions (inhomogeneous system in Fig. 6.14). A delayed pulse $k_x$ cannot upconvert this polarization and generate $2\nu$ radiation in the direction $K_{F',F} = K_{F'} + k_x = 0$. In such a situation, small changes of the cross-correlation due to true dephasing processes are very difficult to detect even by means of interferometric measurements [256].

The diffracted signal, in contrast, is generated by a pulse sequence which causes transitions between $|0\rangle$ and $|1\rangle$. In the case of negligible coupling between the three-level systems (inhomogeneous broadening), the second pulse incident at $t = t_1$ is able to reverse the phase evolution of the oscillating dipoles created by the first pulse at $t = t_0 = 0$. This leads to a photon echo which is peaked at $t = 2t_1$ [171]. In the two-beam SH self-diffraction experiment the echo signal is not time-resolved. However, as its height is proportional to $\exp(-4t_1/T_2)$ the echo leads to a decay of the diffracted signal with a time constant $T_2/4$, provided the broadening is truly inhomogeneous, which is equivalent to negligible coupling between the different three-level systems.

The identity of the initial state in the SH diffraction process is not well known. Considering our excitation energy of 1.55 eV, candidates for the initial state are both electronic surface states, such as $S_0$ on Si(111) [7x7] (Fig. 2.2) or $D_{up}$ on Si(001) (Fig. 2.4), and volume states within the valence band of silicon. In case of excitation from bulk states, it is not clear that these transitions should be independent of each other. If we introduce a finite coupling between the different three-level systems, we end up with a continuum model, as shown at the bottom of Fig. 6.14. A continuum

**Fig. 6.14:** Models for the phenomenological description of quantum systems. 1) Homogeneous system, consisting of a single transition frequency. 2) Inhomogeneous system, corresponding to a distribution of eigen-frequencies that are not coupled to each other. Only in this case a photon echo is possible. 3) Coupling to a continuum of states, leading to a rapid decay of the coherent polarization.
of quantum states can be approximated by a distribution of equally spaced levels in the limit of vanishing energetic separation between the states [251]. The coherent superposition of transitions from a set of levels with finite energy spacing $\Delta E$ results in the emergence of quantum beats in the coherent polarization with a temporal period proportional to $1/\Delta E$. The modulations can be observed experimentally by transient four-wave mixing with time-resolved detection of the coherent nonlinear signal [252].

The case of true continuum transitions displays a qualitatively different behavior compared to the finite number of levels. In 1988, Yeh and Eberly devised a model for continuum transitions in which they showed induced off-diagonal coherence to decay irreversibly [253]. Their model demonstrates that one cannot recover off-diagonal coherence by the application of subsequent radiative pulses, ruling out the occurrence of long-time or repetitive transients, such as photon echoes [253]. Thus the continuum excitation yields a rapid decay of the nonlinear polarization on the time scale of the laser pulse due to the intrinsic destructive quantum interference between the coupled continuum levels (see bottom of Fig. 6.14). This behavior is a general effect that occurs whenever discrete transitions couple to a continuum of states [251].

The nature of the employed phenomenological model has a profound influence on the numerical simulation of the SH diffraction experiment. Whereas in the inhomoge-

---

Fig. 6.15: Time-integrated SH self-diffracted intensity as a function of pump-probe time delay for infinite population relaxation times $T_1$ and different dephasing times $T_2$ calculated within the inhomogeneously broadened three-level model (left panel) and with the continuum model (right panel). The dashed lines denote the pulse intensity as a function of time. Whereas the peak of the diffracted signal shifts very sensitively with the dephasing time $T_2$ of the electronic system in the inhomogeneous model, the peak in the continuum model is relatively insensitive to changes in $T_2$. The different dependencies for the two models imply that the determination of $T_2$ by means of the self-diffracted data very sensitively depends on the model employed. The time-resolved SH intensities for the two traces with infinite $T_2$ are depicted in Fig. 6.16. (From Reichelt [254]).

---

Fig. 6.16: Time-resolved SH self-diffracted intensity of the traces shown in Fig. 6.15 as a function of time for infinite population relaxation times $T_1$ and different dephasing times $T_2$ calculated for a set of pump-probe time delays within the inhomogeneously broadened three-level model (left panel) and with the continuum model (right panel). Whereas the inhomogeneous model displays a temporal peak shift with varying time delay in analogy to a photon echo, the peak position within the continuum model stays relatively constant. (From Reichelt [254]).

---

uous model the number of differential equations scales linearly with the number $n$ of the three-level systems, it is proportional to $n^2$ for the continuum case, as a result of the generated coherences within the continuum. This relation limited our own computational efforts to the inhomogeneously broadened model, in which we calculated with a number of three-level systems of typically 100. A numerical approach of the continuum model was prevented by our limited computing capacities.

However, in order to compare predictions from the inhomogeneous model with excitation from a continuum, we received theoretical help from Reichelt and Meier, who performed calculations also for the continuum model [254]. Fig. 6.15 shows their results for the time-integrated SH diffracted signal in the two-beam self-diffraction geometry for infinite $T_1$ and two different dephasing times $T_2$. Whereas the diffracted signal for infinite relaxation times shows no decay with time delay in the inhomogeneous model, the continuum excitation gives rise to a rapid decay of the signal on the time of the laser pulse. The consequence of this behavior is a sensitive shift of the diffracted signal with the dephasing time $T_2$ (note: infinite $T_1$), whereas the peak in the continuum model is relatively insensitive to changes in $T_2$. The distinct behavior in the two models implies that a precise determination of $T_2$ from the self-diffracted data depends on the correct phenomenological model. The case of inhomogeneous broadening yields a dephasing time $T_2$ on the order of 10 fs, whereas in the case of excitation from a continuum a quantification of $T_2$ is not possible.

For a first preliminary evaluation of results from the three-beam geometry, Reichelt and Meier also calculated the time-resolved SH diffracted intensity in the self-
diffraction setup for infinite \( T_1 \) and \( T_2 \), as shown in Fig. 6.16 for several time delays [254]. The respective time-integrated diffraction traces for \( T_2 = \infty \) were displayed in Fig. 6.15. For inhomogeneous broadening, the diffracted peak shifts with varying time delay (left panel in Fig. 6.16). This behavior is analogous to the photon echo in four-wave mixing. For the continuum model, however, a variation of time delay has almost no influence on the temporal position of the peak (right panel in Fig. 6.16). The principal effect of varying time delay is a change in the magnitude of the peak.

The qualitatively different behavior of the time-resolved calculations for the two models indicates the usefulness of the three-beam approach to decide, which of the phenomenological models correctly describes our experiments. Calculations of continuum excitation for the SI three-beam diffraction geometry are therefore a highly desirable goal for the near future. The determination of the relevant phenomenological model could then open the door for a more microscopic understanding of the relaxation processes on semiconductor surfaces.

Appendix A

Explicit integration of Bloch equations

This appendix presents the explicit integration of the iterative differential equations (4.28) for the nonlinear optical populations and polarizations that were derived in Sect. 4.1. After some general considerations in Sect. A.1 follows the consecutive integration from first to fourth order in terms of the incident fields (Sect. A.2–A.5). Analytic results for the fourth-order second-harmonic diffracted polarization \( p^{(4)} \) for the complementary limiting cases of electric field pulse durations very short and very long compared to the relaxation times \( T_1 \) and \( T_2 \) of the electronic system are presented in Sects. A.6 and A.7.

A more general numerical solution of the differential equations for arbitrary pulse shapes \( A(R,t) \) is the topic of App. B.

A.1 General considerations

The explicit integration of the differential equations (4.28) that were derived in Sect. 4.1 utilizes that

\[
n(t) = -gn(t) + f(t)
\]

has the solution

\[
n(t) = \int_{-\infty}^{t} dt' e^{-\gamma(t-t')} f(t').
\]

In the two-pulse geometry, the electric field is given by

\[
\mathcal{E}(t) = \mathcal{E}_1 A(R,t)e^{i\mathbf{q}_1 \cdot \mathbf{R}} + \mathcal{E}_2 A(R,t-t_\tau)e^{i\mathbf{q}_2 \cdot \mathbf{R}},
\]

where \( \mathcal{E}_1 \) (\( \mathcal{E}_2 \)) is the amplitude of the first (second) electric field with wavevector \( \mathbf{q}_1 \) (\( \mathbf{q}_2 \)) and \( A(R,t) \) is the electric field pulse shape at \( R \). Analogously, the electric field in the three-pulse geometry is a sum of three terms with two independent time delays.
A.2 First-order polarization

Using Eq. (A.2), the integration of Eq. (4.14) in Sect. 4.1 directly yields the first-order polarization p^{(1)}

\[ p^{(1)}(t) = \int_{-\infty}^{t} dt e^{-\frac{\Delta t}{\hbar} e^{i\omega_1(t-t_1)}} \left( -\frac{\delta_0(t_1)}{\hbar} \right) \]

\[ = e^{\omega_0 t} \frac{\hbar}{h^2} \int_{-\infty}^{t} dt_1 e^{-\frac{\Delta t}{\hbar} e^{i\omega_1(t-t_1)}} \left[ \epsilon_1 A(R, t_1) e^{iq_0 \cdot \mathbf{R}} + \right. \]

\[ + \epsilon_2 A(R, t_1 - \tau_d) e^{iq_0 \cdot \mathbf{R}} \].

p^{(1)} is a sum of two terms that correspond to the polarizations induced by \( \epsilon_1 \) and \( \epsilon_2 \) radiated into directions \( q_1 \) and \( q_2 \), respectively. The factor preceding the integral in Eq. (A.4) shows that this polarization is emitted with the fundamental frequency \( \omega_0 \).

Since the first-order polarization corresponds to an excitation from the ground state \( |a\rangle \) to the intermediate state \( |b\rangle \), p^{(1)} is proportional to the dipole matrix element \( r_{ab} \).

A.3 Second order

The second-order population \( n^{(2)} \) and polarization \( p^{(2)} \) result from a further integration of \( p^{(1)} \). In a physical picture this fact reflects the interaction of one excitation pulse with the polarization in the material induced by the other pulse, which leads to a population grating \( n^{(2)} \) and a radiation emitted at the second-harmonic frequency \( p^{(2)} \) (see also Fig. 6.10 in Sect. 6.2).

A.3.1 Population \( n^{(2)} \)

The integration of Eq. (4.17) in Sect. 4.1 yields the second-order population grating \( n^{(2)} \)

\[ n^{(2)}(t) = \int_{-\infty}^{t} dt_1 e^{-\frac{\Delta t}{\hbar} e^{i\omega_1(t-t_1)}} \left( -\frac{\delta_0(t_1)p^{(1)}(t_1)}{\hbar} \right) \]

\[ = -\frac{e^{\omega_0 t}}{\hbar^2} \int_{-\infty}^{t} dt_1 e^{-\frac{\Delta t}{\hbar} e^{i\omega_1(t-t_1)}} \left[ \epsilon_1 \epsilon_1 A(R, t_1) A(R, t_2) + \right. \]

\[ + \epsilon_2 \epsilon_2 A(R, t_1 - \tau_d) A(R, t_2 - \tau_d) \left( \epsilon_1 \epsilon_2 \left( A(R, t_1) A(R, t_2) + \right) \right. \]

\[ \left. \left. + \epsilon_2 \epsilon_2 A(R, t_1 - \tau_d) A(R, t_2 - \tau_d) \right) \right] \]

\[ + \epsilon_1 \epsilon_2 \left( e^{i\Delta t_1 e^{i\omega_1(t_1-t_2)}} A(R, t_1) A(R, t_2) + \right. \]

\[ + \epsilon_1 \epsilon_2 \left( e^{i\Delta t_1 e^{i\omega_1(t_1-t_2)}} A(R, t_1) A(R, t_2) \right) e^{i(q_1 \cdot \mathbf{R}) \cdot \mathbf{R}} \]

\[ + \epsilon_2 \epsilon_2 \left( e^{i\Delta t_1 e^{i\omega_1(t_1-t_2)}} A(R, t_1) A(R, t_2) \right) e^{i(q_1 \cdot \mathbf{R}) \cdot \mathbf{R}} \].

A.4 Third order

\( n^{(3)} \) is a sum of six terms that correspond to the difference-frequency signal known as optical rectification [1], induced by one excitation and one decexcitation of \( \epsilon_1 \) and \( \epsilon_2 \) separately (first two summands in Eq. (4.5)), plus the population grating induced by one excitation of \( \epsilon_1 \) and \( \epsilon_2 \) each, in the four possible combinations (summands 3 to 6 in Eq. (4.5)). Depending on the contribution of the two incident fields, the terms in \( n^{(3)} \) are proportional to \( \epsilon_1 \epsilon_2 \), \( \epsilon_2 \epsilon_2 \), \( \epsilon_1 \epsilon_2 \), and \( \epsilon_2 \epsilon_2 \) with wavevectors 0, 0, \( q_1 - \tau_d \), and \( q_2 - \tau_d \), respectively.

The absence of a prefactor of the form exp(iw0t) indicates that this population grating is stationary and therefore does not give rise to emitted radiation. Since \( n^{(2)} \) corresponds to an excitation and decexcitation of the transition between states \( |a\rangle \) and \( |b\rangle \), Eq. (A.5) shows \( n^{(2)} \) to be proportional to \( r_{ab} \cdot r_{ab} = |r_{ab}|^2 \).

A.3.2 Polarization \( p^{(2)} \)

The integration of Eq. (4.17) also yields \( p^{(2)} \)

\[ p^{(2)}(t) = \int_{-\infty}^{t} dt e^{-\frac{\Delta t}{\hbar} e^{i\omega_1(t-t_1)}} \left( -\frac{\delta_0(t_1)p^{(1)}(t_1)}{\hbar} \right) \]

\[ = e^{\omega_0 t} \frac{\hbar}{h^2} \int_{-\infty}^{t} dt_1 e^{-\frac{\Delta t}{\hbar} e^{i\omega_1(t-t_1)}} \left[ \epsilon_1 \epsilon_1 A(R, t_1) A(R, t_2) + \right. \]

\[ + \epsilon_2 \epsilon_2 A(R, t_1 - \tau_d) A(R, t_2 - \tau_d) \times \left. \left( \epsilon_1 \epsilon_2 \left( A(R, t_1) A(R, t_2) + \right) \right. \right. \]

\[ \left. + \epsilon_2 \epsilon_2 A(R, t_1 - \tau_d) A(R, t_2 - \tau_d) \right) \right] \]

\[ + \epsilon_1 \epsilon_2 \left( e^{i\Delta t_1 e^{i\omega_1(t_1-t_2)}} A(R, t_1) A(R, t_2) + \right. \]

\[ + \epsilon_1 \epsilon_2 \left( e^{i\Delta t_1 e^{i\omega_1(t_1-t_2)}} A(R, t_1) A(R, t_2) \right) e^{i(q_1 \cdot \mathbf{R}) \cdot \mathbf{R}} \]

\[ + \epsilon_2 \epsilon_2 \left( e^{i\Delta t_1 e^{i\omega_1(t_1-t_2)}} A(R, t_1) A(R, t_2) \right) e^{i(q_1 \cdot \mathbf{R}) \cdot \mathbf{R}} \].

The prefactor \( e^{\omega_0 t} \) reveals \( p^{(2)} \) to be induced radiation at the second-harmonic frequency. The four summands in Eq. (A.6) give rise to second-harmonic beams into reflected directions \( 2q_1 \) and \( 2q_2 \) (proportional to \( \epsilon_1^2 \) and \( \epsilon_2^2 \), respectively), and into the sum-frequency direction \( q_1 + q_2 \) (two terms, proportional to \( \epsilon_1 \epsilon_2 \)).

Since \( p^{(2)} \) corresponds to a sequence of two transitions from \( |a\rangle \) to \( |b\rangle \) to \( |c\rangle \), its amplitude is proportional to the product of transition dipole matrix elements \( r_{ab} r_{bc} \).

A.4 Third order

The two third-order polarizations \( p^{(3)}_a \) and \( p^{(3)}_b \) reflect the polarizations between levels \( |a\rangle \) and \( |b\rangle \), and between \( |b\rangle \) and \( |c\rangle \), respectively. These quantities result from the interaction of the induced second-order population grating \( n^{(2)} \) and second-harmonic polarization \( p^{(2)} \) with a further excitation photon (see also Fig. 6.10 in Sect. 6.2).

Due to the interaction of three incident and one emerging optical wave, the radiation resulting from \( p^{(3)} \) is called four-wave mixing signal.
An expression for $p^{(3)}$ into a specific direction was obtained by Yajima and Taira [189]. Their result is a special case of the general result for $p^{(3)}$ presented in Eqs. (A.7) and (A.8). The resulting time-ordered triple integral for $p^{(3)}$ can also be obtained by a third-order perturbation formalism derived by Mukamel et al. [170].

A.4.3 Polarization $p^{(3)}_{ab}$

The polarization $p^{(3)}_{ab}$ is obtained through the integration of Eq. (4.20) in Sect. 4.1

$$p^{(3)}_{ab}(t) = \frac{1}{\hbar^3} \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} \alpha_{ab}(t-t_1)} \left( \frac{2 \alpha_{ab}(t_1) n^{(2)}(t_1) + \delta_{ab}(t_1) p^{(2)}(t_1)}{\hbar} \right)$$

$$= e^{i\omega t} \frac{1}{\hbar^3} \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} \alpha_{ab}(t-t_1)} \times$$

$$\left\{ \left[ \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} \alpha_{ab}(t-t_1)} \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} \alpha_{ab}(t-t_1)} \times \left\{ \text{terms from Eqs. (A.7) and (A.8)} \right\} \right] \right\}$$

The third-order polarization $p^{(3)}_{ab}$ is a sum of two contributions (see first line in Eq. (A.7)), that are visualized in Fig. 6.10. The first summand $2\alpha_{ab}(t_1)$ reflects an up-conversion of the second-order population grating $n^{(2)}$ with an excitation photon $\delta_{ab}$ inducing a polarization between levels $|a|$ and $|b|$. This contribution is thus proportional to $\alpha_{ab}|\alpha|^2$. The second summand $\delta^{(3)}_{ab}$ is a downconversion of the second-order harmonic polarization $p^{(2)}$ with a deexcitation photon $\delta_{ab}$ inducing a polarization between levels $|c|$ and $|d|$. This polarization sequence is therefore proportional to $r_{cd}|\alpha|^2$. $p^{(3)}_{ab}$ is radiated at the fundamental photon frequency (prefactor $e^{i\omega t}$) into directions $q_1$, $q_2$, $2q_1-q_2$, and $2q_2-q_1$. Due to the intense first-order $p^{(1)}$ beams at fundamental frequency into $q_1$ and $q_2$, the relatively weak third-order signal from $p^{(3)}$ can be observed with less difficulty in the self-diffracted directions $2q_1-q_2$ and $2q_2-q_1$. Because of its third-order nature, all terms in $p^{(3)}_{ab}$ are proportional to $F^3$. 

A.4.4 Polarization $p^{(3)}_{bc}$

Eq. (4.20) can also be integrated to yield an integral expression for $p^{(3)}_{bc}$

$$p^{(3)}_{bc}(t) = \frac{1}{\hbar^3} \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} \alpha_{bc}(t-t_1)} \left( \delta_{bc}(t_1) n^{(2)}(t_1) \right)$$

$$\times$$

$$\left\{ \left[ \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} \alpha_{bc}(t-t_1)} \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} \alpha_{bc}(t-t_1)} \times \left\{ \text{terms from Eqs. (A.7) and (A.8)} \right\} \right] \right\}$$

$$+ F_{bc}(t)$$

$$+ \frac{1}{\hbar^3} \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} \alpha_{bc}(t-t_1)} \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} \alpha_{bc}(t-t_1)} \times$$

$$\left\{ \left[ \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} \alpha_{bc}(t-t_1)} \int_{-\infty}^{\infty} dt e^{-\frac{1}{2} \alpha_{bc}(t-t_1)} \times \left\{ \text{terms from Eqs. (A.7) and (A.8)} \right\} \right] \right\}$$
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\[ + \epsilon_1 \epsilon_2 \epsilon_3 A(R, t_1 - \tau_2) \left( e^{i \Delta \omega (t_1 - t_2)} A(R, t_1) A(R, t_2 - t_2) + e^{-i \Delta \omega (t_1 - t_2)} A(R, t_2 - t_2) A(R, t_1) \right) e^{i \omega t} \]

\[ + \left[ \epsilon_1 \epsilon_2 \epsilon_3 A(R, t_1) \left( e^{i \Delta \omega (t_1 - t_2)} A(R, t_2 - t_2) A(R, t_1) + e^{-i \Delta \omega (t_1 - t_2)} A(R, t_1) A(R, t_2 - t_2) \right) + \right. \]

\[ \left. \epsilon_2 A(R, t_1 - \tau_2) \left( e^{i \Delta \omega (t_1 - \tau_2) + e^{-i \Delta \omega (t_1 - \tau_2)} \right) \times \right. \]

\[ \left( \epsilon_1 \epsilon_2 \epsilon_3 A(R, t_2) A(R, t_1) + \epsilon_2 \epsilon_3 A(R, t_2 - \tau_2) A(R, t_2) A(R, t_1) \right) e^{i \omega t} \]

\[ + \epsilon_1 \epsilon_2 A(R, t_1 - \tau_2) \left( e^{i \Delta \omega (t_1 - \tau_2)} A(R, t_2 - \tau_2) A(R, t_1) + e^{-i \Delta \omega (t_1 - \tau_2)} A(R, t_1) A(R, t_2 - \tau_2) \right) e^{i \omega t} \]

A.5 Fourth-order polarization

The aim of this appendix is the derivation of an integral expression for the second-harmonic diffracted signal that arises from the fourth-order polarization \( p^{(4)} \). In this case the incident and one outgoing optical wave give rise to a five-wave mixing signal, characterized by \( p^{(4)} \). This polarization can be calculated by integrating Eq. (4.23), that was derived in Sect. 4.1

\[ p^{(4)}(t) = \int_{-\infty}^{t} dt_2 e^{\frac{-i \omega_1 (t_2 - t_1)}{\hbar}} e^{i \Delta \omega (t_1 - t_2)} \left( \delta_{\omega_1}^{(4)}(t_2) - \delta_{\omega_1}^{(2)}(t_1) \delta_{\omega_1}^{(2)}(t_2) \right) \]

\[ = \frac{\epsilon_1 \epsilon_2 \epsilon_3 \epsilon_4}{\hbar} \int_{-\infty}^{t_1} dt_2 e^{\frac{-i \omega_1 (t_2 - t_1)}{\hbar}} e^{i \Delta \omega (t_1 - t_2)} \times \]

\[ \int_{-\infty}^{t_1} dt_2 \left( |r_{\omega_1}|^2 e^{\frac{i \omega_1 (t_2 - t_1)}{\hbar}} e^{-i \Delta \omega (t_1 - t_2)} + |r_{\omega_2}|^2 e^{\frac{i \omega_2 (t_2 - t_1)}{\hbar}} e^{-i \Delta \omega (t_1 - t_2)} \right) \]
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\[ +2E_2^2 A(R, t_1 - \tau_b)A(R, t_2 - \tau_b) \left( e^{i\Delta_{ab}(t_1 - t_2)} + e^{-i\Delta_{ab}(t_1 - t_2)} \right) \times \]
\[ \times (E_1^2 A(R, t_3)A(R, t_4) + \]
\[ +2E_2E_3 A(R, t_3 - \tau_d)A(R, t_4 - \tau_d)) \] \[ e^{2\mu a R} \]
\[ + \left[ 2E_1^2 E_2 A(R, t_1)A(R, t_2) \left( e^{i\Delta_{ab}(t_1 - t_2)} + e^{-i\Delta_{ab}(t_1 - t_2)} \right) \times \]
\[ \times (E_1^2 A(R, t_3)A(R, t_4) + \]
\[ +2E_2E_3 A(R, t_3 - \tau_d)A(R, t_4 - \tau_d)) \] \[ e^{2\mu a R} \]
\[ +2E_2E_3 A(R, t_1 - \tau_d)A(R, t_2 - \tau_d) \left( e^{i\Delta_{ab}(t_1 - t_2)} \times \]
\[ \times (E_1^2 A(R, t_3)A(R, t_4) + \]
\[ +2E_2E_3 A(R, t_3 - \tau_d)A(R, t_4 - \tau_d)) \] \[ e^{2\mu a R} \]
\[ +2E_1^2 A(R, t_1)A(R, t_2) \left( e^{i\Delta_{ab}(t_1 - t_2)} + e^{-i\Delta_{ab}(t_1 - t_2)} \times \]
\[ \times (E_1^2 A(R, t_3)A(R, t_4) + \]
\[ +2E_2E_3 A(R, t_3 - \tau_d)A(R, t_4 - \tau_d)) \] \[ e^{2\mu a R} \]
\[ +2E_1^2 A(R, t_1)A(R, t_2) \left( e^{i\Delta_{ab}(t_1 - t_2)} + e^{-i\Delta_{ab}(t_1 - t_2)} \times \]
\[ \times (E_1^2 A(R, t_3)A(R, t_4) + \]
\[ +2E_2E_3 A(R, t_3 - \tau_d)A(R, t_4 - \tau_d)) \] \[ e^{2\mu a R} \]
\[ +2E_2E_3 A(R, t_1 - \tau_d)A(R, t_2 - \tau_d) \left( e^{i\Delta_{ab}(t_1 - t_2)} \times \]
\[ \times (E_1^2 A(R, t_3)A(R, t_4) + \]
\[ +2E_2E_3 A(R, t_3 - \tau_d)A(R, t_4 - \tau_d)) \] \[ e^{2\mu a R} \]
\[ +2E_1^2 A(R, t_1)A(R, t_2) \left( e^{i\Delta_{ab}(t_1 - t_2)} + e^{-i\Delta_{ab}(t_1 - t_2)} \times \]
\[ \times (E_1^2 A(R, t_3)A(R, t_4) + \]
\[ +2E_2E_3 A(R, t_3 - \tau_d)A(R, t_4 - \tau_d)) \] \[ e^{2\mu a R} \]
\[ +2E_2E_3 A(R, t_1 - \tau_d)A(R, t_2 - \tau_d) \left( e^{i\Delta_{ab}(t_1 - t_2)} \times \]
\[ \times (E_1^2 A(R, t_3)A(R, t_4) + \]
\[ +2E_2E_3 A(R, t_3 - \tau_d)A(R, t_4 - \tau_d)) \] \[ e^{2\mu a R} \]
\[ +2E_1^2 A(R, t_1)A(R, t_2) \left( e^{i\Delta_{ab}(t_1 - t_2)} + e^{-i\Delta_{ab}(t_1 - t_2)} \times \]
\[ \times (E_1^2 A(R, t_3)A(R, t_4) + \]
\[ +2E_2E_3 A(R, t_3 - \tau_d)A(R, t_4 - \tau_d)) \] \[ e^{2\mu a R} \]
\[ +2E_2E_3 A(R, t_1 - \tau_d)A(R, t_2 - \tau_d) \left( e^{i\Delta_{ab}(t_1 - t_2)} \times \]
\[ \times (E_1^2 A(R, t_3)A(R, t_4) + \]
\[ +2E_2E_3 A(R, t_3 - \tau_d)A(R, t_4 - \tau_d)) \] \[ e^{2\mu a R} \]
\[ +2E_1^2 A(R, t_1)A(R, t_2) \left( e^{i\Delta_{ab}(t_1 - t_2)} + e^{-i\Delta_{ab}(t_1 - t_2)} \times \]
\[ \times (E_1^2 A(R, t_3)A(R, t_4) + \]
\[ +2E_2E_3 A(R, t_3 - \tau_d)A(R, t_4 - \tau_d)) \] \[ e^{2\mu a R} \]

The fourth-order polarization \( p^{(4)} \) is a sum of two contributions (see first line in Eq. (A.9)), shown schematically in Fig. 6.10. The first summand \( \delta p^{(0)} \) corresponds to an interaction of third-order polarization \( p^{(3)} \) with an excitation photon \( \delta \omega \) inducing a polarization between levels \(|a \rangle \) and \( |b \rangle \). The second summand \( \delta p^{(3)} \) reflects an upconversion of the third-order polarization \( p^{(3)} \) with an excitation photon \( \delta \omega \) inducing a polarization between levels \(|c \rangle \) and \( |b \rangle \).

As a consequence of the prefactor \( e^{2\mu a R} \) on the right side of Eq. (A.9), \( p^{(4)} \) radiates at the second-harmonic frequency \( 2\omega \). The fourth-order polarization is emitted into the five different directions \( 2q_1, q_1 \pm q_2, 3q_1 - q_2, \) and \( 3q_1 - q_1. \) Since all terms in \( p^{(4)} \) are proportional to \( \delta \), the second-harmonic diffracted signal into the first two directions is dominated by the second-order reflected and sum-frequency polarizations, which are proportional to \( \delta \).

The analytic results of the following two sections and the numerical treatment described in App. B extract all summands of Eq. (A.9) that are radiated into direction \( 3q_1 - q_2. \) The six terms in Eq. (A.9) into this direction give rise to the six different photon processes A–F that are depicted schematically in Fig. 6.11.

A.6. Polarization \( p^{(4)} \) with Dirac delta pulses

The iterative differential equations in Sect. 4.1, or equivalently, the integral equations derived in this appendix for the nonlinear optical polarizations and populations cannot be solved explicitly for any given pulse shape \( A(R, t) \). This is a consequence of the multiple nested integrals, in which the integral boundary variables also appear as integration variables of the respective surrounding integral. Therefore a numerical integration is required, which is the topic of App. B. For a qualitative understanding of the second-harmonic diffracted signal, however, we consider in this section a simpler, analytically integrable case of pulses that can be described by Dirac \( \delta \) functions in time,

\[ A(R, t) = \delta(t). \]

(A.10)

This assumption models the case in which the excitation pulses characterized by \( A(R, t) \) are very short compared to the relaxation times \( T_1 \) and \( T_2 \). The component of the nonlinear optical polarization \( p^{(4)} \) that is diffracted into the direction \( 3q_1 - q_2 \) is then given by Eq. (A.9) as

\[ \delta p^{(4)}_{3q_1-q_2}(t) = e^{2\mu a R} e^{i(\omega q_1 - q_2)R} \left( e^{\delta_{0a} R} \right)^2 \int_0^T \int_0^t dt_1 \int_0^t dt_2 \int_0^t dt_3 \int_0^t dt_4 \left[ e^{i \frac{\omega a}{2} \left( t_1 - t_2 \right)} \right. \]
\[ \left. \times \int_0^T dt_5 \int_0^t dt_6 \int_0^t dt_7 \int_0^t dt_8 \int_0^T dt_9 \int_0^t dt_{10} \int_0^t dt_{11} \int_0^t dt_{12} \left( e^{i \frac{\omega a}{2} \left( t_2 - t_1 \right)} \right) \right] \]
\[ + \left[ e^{i \frac{\omega a}{2} \left( t_1 + t_2 \right)} \right] \]
\[ + \left[ e^{i \frac{\omega a}{2} \left( t_3 - t_4 \right)} \right] \]
\[ + \left[ e^{i \frac{\omega a}{2} \left( t_5 - t_6 \right)} \right] \]
\[ + \left[ e^{i \frac{\omega a}{2} \left( t_7 - t_8 \right)} \right] \]
\[ + \left[ e^{i \frac{\omega a}{2} \left( t_9 - t_{10} \right)} \right] \]
\[ + \left[ e^{i \frac{\omega a}{2} \left( t_{11} - t_{12} \right)} \right] \]
\[ \left. \right] \]
\[ p_{\text{q}1-\text{q}2}^{(4)}(t) = e^{2i\omega c t (\text{q}1-\text{q}2)} \int_0^t dt_1 e^{-i\Delta \omega (t_1-t)} \times A(R, t_1) A(R, t_2-t_1) A(R, t_3-t_1) A(R, t_4-t_1) \]

The result of this calculation for Dirac delta pulses is thus

\[ p_{\text{q}1-\text{q}2}^{(4)}(t) = e^{2i\omega c t (\text{q}1-\text{q}2)} \int_0^t dt_1 e^{-i\Delta \omega (t_1-t)} \times \]

The time dependence of \( p_{\text{q}1-\text{q}2}^{(4)} \) shows in the first three factors of Eq. (A.11). The polarization radiates with frequency \( \omega_{\text{ac}} \) between the lowest and highest energy level of the three-level system, which can be assumed to be at or near the second-harmonic frequency of the incident photons in case of finite pulse widths. \( p_{\text{q}1-\text{q}2}^{(4)} \) is zero for negative \( t \) and decays exponentially for positive \( t \) with constant \( T_2 \) between levels \( |a \rangle \) and \( |c \rangle \).

The next three factors display the dependence of the polarization on the time delay between the two contributing pulses \( E_1 \) and \( E_2 \). As a consequence of the Heaviside step function \( \Theta(-t) \) in Eq. (A.11), the polarization is only non-vanishing, if \( E_2 \) precedes \( E_1 \). Since the only photon processes in Fig. 6.11 in which one sort of photons \( (E_1) \) succeeds the other sort of photons \( (E_2^* \rangle \) are processes B and D, these two sequences are the only non-vanishing contributions to \( p_{\text{q}1-\text{q}2}^{(4)} \). As in the processes A, C, E, and F, photons of one type \( (E_1) \) both precede and succeed one photon of the other type \( (E_2^* \rangle \), these sequences yield zero for Dirac delta pulses.

From the processes B and D in Fig. 6.10 it is also obvious that \( p_{\text{q}1-\text{q}2}^{(4)} \) is proportional to both \( \mathcal{C}_1 \mathcal{C}_2^* \) and \( r_{ab} |r_{ac}|^2 r_{ec} \) for the vanishing relaxation times.
With all $T_1, T_2 \to 0$:

\[
I_{0(-q_0)}^4(t) \propto e^{i2\omega_0 A(R, t)^3 A(R, t - \tau_d) e^{i(\delta_{0q_0} - \omega_0)} R} \\
\propto \frac{\mathcal{E}_{\text{opt}}^4}{\hbar^4} (0|\delta_{\text{opt}}|^2 + |\delta_{0\omega}|^2).
\] (A.12)

For relaxation times very small compared to the electric field pulse duration, the fourth-order polarization into direction $3q_1-q_1$ is thus proportional to the temporal overlap of one pulse shape to the third power $A(R, t)^3$ with the other pulse $A(R, t - \tau_d)$. With this result it is thus possible to calculate the relative widths of the diffracted correlation trace to the sum-frequency cross correlation by using the diffracted intensity

\[
I_{3q_1-q_1}^{2\omega_{\text{CO}}-\omega} \propto \int_{-\infty}^{\infty} dt |I_{3q_1-q_1}^{(t)}(t)|^2 \\
\propto \int_{-\infty}^{\infty} dt A(R, t)^3 |A(R, t - \tau_d)|^2.
\] (A.13)

Assuming a Gaussian pulse shape

\[
A(R, t) = e^{-t/t_0)^2}
\] (A.14)

results in

\[
I_{3q_1-q_1}^{2\omega_{\text{CO}}-\omega} \propto \int_{-\infty}^{\infty} dt e^{-2\pi^2 q_1^2 / q_0^2} \\
\propto e^{-\frac{2}{3} (t - \tau_d / 2)^2 + \frac{2}{3} t_0^2 / q_0^2} \\
\propto \frac{\mathcal{E}_{\text{opt}}^4}{2\sqrt{2}} e^{\frac{-2}{3} \tau_d^2 / q_0^2}.
\] (A.15)

As the SFG cross correlation intensity for Gaussian pulses is

\[
I_{q_1+q_2}^{2\omega_{\text{CO}}-\omega} \propto \int_{-\infty}^{\infty} dt e^{-2\pi^2 q_1^2 / q_0^2} \\
\propto e^{-\frac{2}{3} (t - \tau_d / 2)^2 + \frac{2}{3} t_0^2 / q_0^2} \\
\propto \frac{\mathcal{E}_{\text{opt}}^4}{2\sqrt{2}} e^{\frac{-2}{3} \tau_d^2 / q_0^2},
\] (A.16)

the ratio of the FWHM of the two correlation traces for Gaussian pulses in the case of vanishing relaxation times is

\[
\frac{\tau_{1/2, \text{diff}}}{\tau_{1/2, \text{SFG}}} = \sqrt{2/3} \approx 0.81650.
\] (A.17)
Appendix B

Numerical integration of Bloch equations

For a given pulse shape the iterative differential equations (4.28) for the nonlinear optical populations and polarizations can be solved numerically. We start this appendix with a classification of the photon processes that contribute to the fourth order polarization $p^{(4)}$ in direction $3q_1 - q_2$ (Sect. B.1). This allows the establishment of one set of differential equations for each photon process, as well as a set of all 6 processes combined (Sect. B.2). The numerical solution of these sets then requires a transformation of the complex variables $n$ and $p$ to real variables, shown in Sect. B.3. Finally, Sect. B.4 describes the numerical procedure that was applied to obtain reliable numerical results.

B.1 Classification of photon processes

From Sect. A.5 it can be seen that the fourth-order signal diffracted into direction $3q_1 - q_2$ is composed of 6 photon processes, named A, B, C, D, E, and F, which differ in the temporal order of the 4 incoming photons. In the following figures $\hat{n}$ (\n) corresponds to a photon with wavevector $q_1$ ($q_2$) and amplitude $\xi_1$ ($\xi_2$).

A) $\rho^{(0)} \rho^{(1)} \rho^{(2)} \rho^{(3)} \rho^{(4)}$

B) $\rho^{(0)} \rho^{(1)} \rho^{(2)} \rho^{(3)} \rho^{(4)}$

C) $\rho^{(0)} \rho^{(1)} \rho^{(2)} \rho^{(3)} \rho^{(4)}$

D) $\rho^{(0)} \rho^{(1)} \rho^{(2)} \rho^{(3)} \rho^{(4)}$

E) $\rho^{(0)} \rho^{(1)} \rho^{(2)} \rho^{(3)} \rho^{(4)}$

F) $\rho^{(0)} \rho^{(1)} \rho^{(2)} \rho^{(3)} \rho^{(4)}$
A schematic representation of the consecutive buildup of nonlinear polarization and population from the unperturbed ground state up to the fourth-order polarization into the self-diffracted direction $3q_1−q_2$ is depicted in Fig. 6.10. The 6 different paths from $p^{(0)}$ to $p^{(4)}$ correspond to the 6 photon processes A–F, which are also shown in Fig. 6.11.

### B.2 Differential equations

As each photon process corresponds to a set of differential equations for the nonlinear optical polarizations and populations, Eq. (4.28) yields 6 sets (A, B, C, D, E, and F), that are shown in the following, together with the joint set of equations for all processes A–F combined.

#### A)

\[
\begin{align*}
\dot{p}^{(1)} &= -(i\Delta_{ab} + \Gamma_{2ab})p^{(1)} - \frac{i\mu_{ab}E_1}{\hbar} \\
\dot{\bar{n}}^{(2)} &= -\Gamma_{1,ab}^{(2)} - \frac{i\mu_{ab}E_1^*}{\hbar}p^{(1)} \\
\dot{p}_{ab}^{(3)} &= -(i\Delta_{ab} + \Gamma_{2ab})p_{ab}^{(3)} - \frac{2i\mu_{ab}E_1^-}{\hbar}p_{ab}^{(1)} \\
\dot{\bar{p}}^{(4)} &= -(i\Delta_{ac} + \Gamma_{2ac})p^{(4)} - \frac{i\mu_{ab}E_1^{*,(2)}}{\hbar}p_{ab}^{(1)}. 
\end{align*}
\]

#### B)

\[
\begin{align*}
\dot{p}^{(1)} &= -(i\Delta_{ab} + \Gamma_{2ab})p^{(1)} - \frac{i\mu_{ab}E_2}{\hbar} \\
\dot{n}^{(2)} &= -\Gamma_{1,ab}^{(2)} + \frac{i\mu_{ab}E_2^*}{\hbar}p^{(1)} \\
\dot{p}_{ab}^{(3)} &= -(i\Delta_{ab} + \Gamma_{2ab})p_{ab}^{(3)} - \frac{2i\mu_{ab}E_2^-}{\hbar}p_{ab}^{(1)} \\
\dot{\bar{p}}^{(4)} &= -(i\Delta_{ac} + \Gamma_{2ac})p^{(4)} - \frac{i\mu_{ab}E_2^{*,(2)}}{\hbar}p_{ab}^{(1)}. 
\end{align*}
\]

#### C)

\[
\begin{align*}
\dot{p}^{(1)} &= -(i\Delta_{ab} + \Gamma_{2ab})p^{(1)} - \frac{i\mu_{ab}E_1}{\hbar} \\
\dot{\bar{n}}^{(2)} &= -\Gamma_{1,ab}^{(2)} - \frac{i\mu_{ab}E_1^*}{\hbar}p^{(1)} \\
\dot{p}_{bc}^{(3)} &= -(i\Delta_{bc} + \Gamma_{2bc})p_{bc}^{(3)} - \frac{i\mu_{bc}E_1^-}{\hbar}p_{bc}^{(1)} \\
\dot{\bar{p}}^{(4)} &= -(i\Delta_{ac} + \Gamma_{2ac})p^{(4)} + \frac{i\mu_{ab}E_1^{*,(2)}}{\hbar}p_{ab}^{(1)}. 
\end{align*}
\]

#### D)

\[
\begin{align*}
\dot{p}^{(1)} &= -(i\Delta_{ab} + \Gamma_{2ab})p^{(1)} - \frac{i\mu_{ab}E_2}{\hbar} \\
\dot{n}^{(2)} &= -\Gamma_{1,ab}^{(2)} + \frac{i\mu_{ab}E_2^*}{\hbar}p^{(1)} \\
\dot{p}_{bc}^{(3)} &= -(i\Delta_{bc} + \Gamma_{2bc})p_{bc}^{(3)} + \frac{i\mu_{bc}E_2^-}{\hbar}p_{bc}^{(1)} \\
\dot{\bar{p}}^{(4)} &= -(i\Delta_{ac} + \Gamma_{2ac})p^{(4)} + \frac{i\mu_{ab}E_2^{*,(2)}}{\hbar}p_{ab}^{(1)}. 
\end{align*}
\]

#### E)

\[
\begin{align*}
\dot{p}^{(1)} &= -(i\Delta_{ab} + \Gamma_{2ab})p^{(1)} - \frac{i\mu_{ab}E_1}{\hbar} \\
\dot{p}^{(2)} &= -(i\Delta_{bc} + \Gamma_{2bc})p^{(2)} - \frac{i\mu_{bc}E_1}{\hbar} \\
\dot{p}_{bc}^{(3)} &= -(i\Delta_{bc} + \Gamma_{2bc})p_{bc}^{(3)} + \frac{i\mu_{bc}E_1^*}{\hbar}p^{(1)} \\
\dot{\bar{p}}^{(4)} &= -(i\Delta_{ac} + \Gamma_{2ac})p^{(4)} + \frac{i\mu_{ab}E_1^{*,(2)}}{\hbar}p_{ab}^{(1)}. 
\end{align*}
\]

#### F)

\[
\begin{align*}
\dot{p}^{(1)} &= -(i\Delta_{ab} + \Gamma_{2ab})p^{(1)} - \frac{i\mu_{ab}E_1}{\hbar} \\
\dot{p}^{(2)} &= -(i\Delta_{ac} + \Gamma_{2ac})p^{(2)} - \frac{i\mu_{ac}E_1}{\hbar} \\
\dot{p}_{ab}^{(3)} &= -(i\Delta_{ac} + \Gamma_{2ac})p_{ab}^{(3)} - \frac{i\mu_{ab}E_1^*}{\hbar}p^{(1)} \\
\dot{\bar{p}}^{(4)} &= -(i\Delta_{ac} + \Gamma_{2ac})p^{(4)} + \frac{i\mu_{ab}E_1^{*,(2)}}{\hbar}p_{ab}^{(1)}. 
\end{align*}
\]
A combination of all 6 of these processes yields a system of differential equations that describes the integral excitation of the three-level system

\[
\begin{align*}
\dot{p}_1^{(1)} &= -\frac{i}\hbar (\Delta_{ab} + \Gamma_{2ab})p_1^{(1)} - \frac{i\mu_a\xi_2}{\hbar} \\
\dot{p}_2^{(1)} &= -\frac{i\mu_a\xi_2}{\hbar} \\
\dot{n}_1^{(2)} &= -\Gamma_{1,0}n_1^{(2)} - \frac{i\mu_a\xi_2}{\hbar} + \frac{i\mu_a\xi_2}{\hbar} + \frac{i\mu_a\xi_2}{\hbar} \\
\dot{p}_2^{(2)} &= \frac{i}{\hbar} (\Delta_{ac} + \Gamma_{2ac})p_2^{(2)} - \frac{i\mu_c\xi_1}{\hbar} - \frac{i\mu_c\xi_1}{\hbar} \\
\dot{p}_{ab}^{(3)} &= -\frac{i\mu_{ab}\xi_1}{\hbar}n_1^{(2)} - \frac{i\mu_{ab}\xi_1}{\hbar} - \frac{i\mu_{ab}\xi_1}{\hbar} \\
\dot{p}_{ac}^{(3)} &= -\frac{i\mu_{ac}\xi_1}{\hbar}p_{ac}^{(3)} + \frac{i\mu_{ac}\xi_1}{\hbar} - \frac{i\mu_{ac}\xi_1}{\hbar} + \frac{i\mu_{ac}\xi_1}{\hbar} \\
\dot{p}_{ac}^{(4)} &= -\frac{i\mu_{ac}\xi_1}{\hbar}p_{ac}^{(4)} - \frac{i\mu_{ac}\xi_1}{\hbar} + \frac{i\mu_{ac}\xi_1}{\hbar} + \frac{i\mu_{ac}\xi_1}{\hbar}.
\end{align*}
\]  

(B.13)

B.3 Transformation to real variables

The numerical integration of the sets of differential equations for the 6 distinct photon processes and for the complete description of all 6 processes combined requires the transformation of the complex variables \(p\) and \(n\) to real variables \(Y\), which is presented in this section.

B.3.1 Set of equations A

\[
\begin{align*}
\dot{p}_1^{(1)} &= Y_1 + iY_2 \\
\dot{n}_1^{(2)} &= Y_3 + iY_4 \\
\dot{p}_{ab}^{(3)} &= Y_5 + iY_6 \\
\dot{p}_{ac}^{(4)} &= Y_7 + iY_8.
\end{align*}
\]  

(B.14)

\[
\begin{align*}
\dot{Y}_1 &= -\Gamma_{2ab}Y_1 + \Delta_{ab}Y_2 \\
\dot{Y}_2 &= -\Delta_{ab}Y_1 - \Gamma_{2ab}Y_2 - \frac{\mu_{ab}\xi_1}{\hbar} \\
\dot{Y}_3 &= \frac{\mu_{ab}\xi_1}{\hbar}Y_2 - \Gamma_{1,0}Y_3 \\
\dot{Y}_4 &= -\frac{\mu_{ab}\xi_1}{\hbar}Y_1 - \Gamma_{1,0}Y_4.
\end{align*}
\]  

(B.15)

B.3.2 Set of equations B

\[
\begin{align*}
\dot{p}_1^{(1)} &= Y_1 + iY_2 \\
\dot{n}_1^{(2)} &= Y_3 + iY_4 \\
\dot{p}_{ab}^{(3)} &= Y_5 + iY_6 \\
\dot{p}_{ac}^{(4)} &= Y_7 + iY_8.
\end{align*}
\]  

(B.16)

\[
\begin{align*}
\dot{Y}_1 &= -\Gamma_{2ab}Y_1 + \Delta_{ab}Y_2 \\
\dot{Y}_2 &= -\Delta_{ab}Y_1 - \Gamma_{2ab}Y_2 - \frac{\mu_{ab}\xi_1}{\hbar} \\
\dot{Y}_3 &= \frac{\mu_{ab}\xi_1}{\hbar}Y_2 - \Gamma_{1,0}Y_3 \\
\dot{Y}_4 &= -\frac{\mu_{ab}\xi_1}{\hbar}Y_1 - \Gamma_{1,0}Y_4.
\end{align*}
\]  

(B.17)

B.3.3 Set of equations C

\[
\begin{align*}
\dot{p}_1^{(1)} &= Y_1 + iY_2 \\
\dot{n}_1^{(2)} &= Y_3 + iY_4 \\
\dot{p}_{ab}^{(3)} &= Y_5 + iY_6 \\
\dot{p}_{ac}^{(4)} &= Y_7 + iY_8.
\end{align*}
\]  

(B.18)

\[
\begin{align*}
\dot{Y}_1 &= -\Gamma_{2ab}Y_1 + \Delta_{ab}Y_2.
\end{align*}
\]
\[ \hat{Y}_2 = -\Delta_{ab} Y_1 - \Gamma_{2,ab} Y_2 - \frac{\mu_a E_1}{h} \]
\[ \hat{Y}_3 = + \frac{\mu_a E_2}{h} Y_3 - \Gamma_{1,ab} Y_3 \]
\[ \hat{Y}_4 = - \frac{\mu_a E_2}{h} Y_4 - \Gamma_{1,ab} Y_4 \]
\[ \hat{Y}_5 = - \frac{\mu_a E_2}{h} Y_5 - \Delta_{ab} Y_5 + \Delta_{2,ab} Y_6 \]
\[ \hat{Y}_6 = + \frac{\mu_a E_2}{h} Y_6 - \Delta_{ab} Y_6 - \Gamma_{2,ab} Y_6 \]
\[ \hat{Y}_7 = - \frac{\mu_a E_2}{h} Y_7 - \Gamma_{2,ac} Y_7 + \Delta_{ac} Y_8 \]
\[ \hat{Y}_8 = + \frac{\mu_a E_2}{h} Y_8 - \Delta_{ac} Y_8 - \Gamma_{2,ac} Y_8. \]

**B.3.4 Set of equations D**

\[ \hat{p}^{(1)} = Y_1 + iY_2 \]
\[ \hat{p}^{(2)} = Y_3 + iY_4 \]
\[ \hat{p}^{(3)} = Y_5 + iY_6 \]
\[ \hat{p}^{(4)} = Y_7 + iY_8. \]

**B.3.5 Set of equations E**

\[ \hat{p}^{(1)} = Y_1 + iY_2 \]
\[ \hat{p}^{(2)} = Y_3 + iY_4 \]

**B.3.6 Set of equations F**

\[ \hat{p}^{(1)} = Y_1 + iY_2 \]
\[ \hat{p}^{(2)} = Y_3 + iY_4 \]
\[ \hat{p}^{(3)} = Y_5 + iY_6 \]
\[ \hat{p}^{(4)} = Y_7 + iY_8. \]
B.3.7 Combined set of equations

\[
\begin{align*}
\dot{Y}_1 &= -\Gamma_{2a} Y_1 + \Delta_{e2k} Y_2 \\
\dot{Y}_2 &= -\Delta_{e2k} Y_1 - \Gamma_{2e2k} Y_2 - \frac{\mu_{ab} \ell_2}{h} Y_1 \\
\dot{Y}_3 &= -\Gamma_{2e2k} Y_3 + \Delta_{eab} Y_4 \\
\dot{Y}_4 &= -\Delta_{eab} Y_3 - \Gamma_{2eab} Y_4 - \frac{\mu_{ab} \ell_2}{h} Y_3 \\
\dot{Y}_5 &= +\frac{\mu_{ab} \ell_2}{h} Y_2 + \frac{\mu_{ab} \ell_1}{h} Y_4 - \Gamma_{1,ab} Y_5 \\
\dot{Y}_6 &= -\frac{\mu_{ab} \ell_2}{h} Y_1 + \frac{\mu_{ab} \ell_1}{h} Y_3 - \Gamma_{1,ab} Y_6 \\
\dot{Y}_7 &= +\frac{\mu_{e1}}{h} Y_5 - \Gamma_{2,ac} Y_7 + \Delta_{eac} Y_6 \\
\dot{Y}_8 &= -\frac{\mu_{e1}}{h} Y_1 - \Delta_{eac} Y_7 - \Gamma_{2,ac} Y_8 \\
\dot{Y}_9 &= +2\frac{\mu_{e2}}{h} Y_6 + \frac{\mu_{e2}}{h} Y_8 - \Gamma_{2,a,b} Y_9 + \Delta_{eab} Y_10 \\
\dot{Y}_{10} &= -2\frac{\mu_{e2}}{h} Y_6 - \frac{\mu_{e2}}{h} Y_8 - \Gamma_{2,a,b} Y_10 + \Delta_{eab} Y_9 \\
\dot{Y}_{11} &= -\frac{\mu_{e1}}{h} Y_5 - \frac{\mu_{e2}}{h} Y_6 - \Gamma_{2,ac} Y_{11} + \Delta_{eac} Y_{12} \\
\dot{Y}_{12} &= +\frac{\mu_{e1}}{h} Y_5 + \frac{\mu_{e2}}{h} Y_6 - \Gamma_{2,ac} Y_{12} - \Gamma_{2,ab} Y_{11} \\
\dot{Y}_{13} &= +\frac{\mu_{e2}}{h} Y_{10} - \frac{\mu_{e2}}{h} Y_{12} - \Gamma_{2,ac} Y_{13} + \Delta_{eac} Y_{14} \\
\dot{Y}_{14} &= -\frac{\mu_{e2}}{h} Y_9 + \frac{\mu_{e2}}{h} Y_{11} - \Gamma_{2,ac} Y_{14} - \Gamma_{2,ac} Y_{13}
\end{align*}
\]

(B.26)

B.3.8 Time-integrated diffracted intensity

As the measured quantity is the time-integrated diffracted intensity

\[
I_{\text{dir}}^{(t)}(\tau) = \int_{-\infty}^{\tau} |p^{(t)}(t, \tau)|^2 dt,
\]

(B.28)

B.4 Numerical procedure

The general structure of the linear differential equation systems of first-order in the preceding section is given by the initial value problem

\[
\dot{Y}(t) = \mathcal{M}(t)Y(t) + a(t),
\]

(B.31)

with the vectors \(Y(t)\) (solution) and \(a(t)\) (inhomogeneity), the time-dependent matrix \(\mathcal{M}(t)\), and the initial condition

\[
Y(t_0) = Y_0.
\]

(B.32)

Our calculations made use of the numerical integration package LSODE (Livermore solver for ordinary differential equations, double precision) by employing a routine based on Adam’s method [255]. This technique works very efficiently due to the utilization of variable integration step widths.

Our code allowed us to calculate the SH diffracted intensity for both the two-beam self-diffraction setup and the three-beam geometry within the framework of inhomogeneous broadening. Due to the numerical complexity of the continuum model (see Chap. 6), that requires a set of at least 1000 differential equations to describe the coherent coupling between the interacting three-level systems, and thus demands substantial computing resources, this approach was not implemented by us. A simulation of the two-beam setup within the continuum framework was, however, provided by Reichelt and Meier (see Sect. 6.3) [254].

We could either choose one of the 6 different pulse sequences (see Sect. B.1) as well as the integrated set by a coherent summation over all 6 sequences combined. The optical pulse type could be chosen Gaussian or sech² and the input parameters included the durations of the various pulses, the respective time delays, as well as the energy detuning of the optical pulses with respect to the system transition energies. In order to simulate inhomogeneous broadening, we could also coherently sum over a range of both detunings. The electronic system parameters in the equations included the coupling constants \(\mu\) between levels |a⟩–|b⟩ and |b⟩–|c⟩ (coupling |a⟩–|c⟩ chosen

(B.29)

(B.30)
Appendix B. Numerical integration of Bloch equations

to be zero), the population relaxation times $T_1$ of levels $|b\rangle$ and $|c\rangle$, and the pure dephasing times $T_2$ of all three levels.

The quality and accuracy of the complete numerical code was verified by the reproduction of various well-known results for the third-order polarization in four-wave mixing. Some of the results of the numerical simulation for the fourth-order polarization in four-wave mixing are presented in Sect. 4.2.
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