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Summary

The motivation behind this work is the desire to obtain direct insight into the physical and chemical processes of bulk liquids, in particular charge transfer or charge separation processes in a polar solvent. Such processes are fundamental to our everyday experience, nevertheless they still lack complete understanding, not least with respect to their inherent dynamics. Typical examples are electron transfer reactions like the spontaneous ionization of alkali atoms in liquid ammonia, proton transfer reactions as exemplified in the autoprotolysis reaction of bulk water, and solvation phenomena like the dissolution of sodium chloride in a solvent. Direct observation of these processes has up to now been impeded by the contrast between the high particle density which defines these bulk processes and the need to do analysis on a single particle level.

The central idea presented in this work is to employ molecular clusters as ‘test tubes’ in which the above processes can be initiated at bulk density, and to inspect the result by disintegrating the cluster via a low-energy cluster-surface collision. The fragmentation of the cluster causes the contents of the ‘test tube’ to spill out. In this way, the reaction products themselves are transferred into the gas phase in the form of single molecules or small-sized aggregates that allow for straightforward and unambiguous analysis in a mass spectrometer. Of central importance for this new method is the unique division between strong intramolecular and weaker intermolecular bonds encountered in molecular clusters. By coupling energy into the cluster via a low-energy surface collision, the weak intermolecular bonds can be ruptured without activating the strong intramolecular ones, so that the chemical nature of the cluster constituents is not changed. Whilst in general, mass spectrometric analysis requires suitable post-ionization of the released cluster content, the aforementioned processes all result in charged products which can be directly analyzed.

For the experimental analysis of bulk processes via the method of collision-induced fragmentation of molecular clusters – termed Cluster Impact Mass Spectrometry (CIMS) – a molecular beam apparatus which is capable of producing and characterizing molecular clusters including mixed species containing different reactants, was constructed. The analysis stage consists of a collision target, on which alkali metal adsorbates can be deposited, and a home-built large-extraction-volume time-of-flight spectrometer. The latter allows for bi-polar as well as quantitative ion detection. During the course of the work, a new design for the TOF spectrometer electrodes was developed, the composition of mixed clusters has been investigated and modeled, and electron-recapture processes during the ionization of molecular clusters were discovered.

A proof-of-principle demonstration of the CIMS method is given in terms of the first direct observation of autoprotolysis in a water cluster. The main result of the present
work consists of the elucidation of the microscopic mechanism behind the hitherto unexplained charge generation which occurs during the low-energy cluster-surface collision of water as well as sulphur dioxide clusters. Our CIMS measurements revealed an electron-transfer reaction between a reactant picked up during the cluster-surface collision and the cluster constituents. Backed by evidence from experiments with different clusters of e.g. sulphur dioxide, water, ammonia and sulphur tetrafluoride, in combination with alkali and indium surface adsorbates, this mechanism, termed the Clusterelectric Effect (CEE), is recognized as a new electrification mechanism that in general pertains to systems consisting of polar molecule clusters and easy-to-ionize surface adsorbates. The mechanism itself is modeled via three fundamental steps that take place in a concerted way on the picosecond time scale of the cluster-surface collision. (1) During impact, the surface adsorbate is picked up by the cluster, (2) due to the interaction with the polar cluster constituents it looses its valence electron and the thereby formed geminate ion pair is (3) separated by the collision-induced cluster fragmentation.

For step (1) the proposed mechanism is based on the impulsive interaction of the cluster constituents with the collision surface as well as with the adsorbate directly. The coincidence of desorption with the presence of the cluster at the surface leads to an efficient incorporation of the adsorbate into the cluster (Cluster-Induced Desorption). The second step, i.e., the delocalization of e.g. alkali valence electrons in polar solvents, is known from investigations of the bulk as well as of clusters under equilibrium conditions. However, the rapid time scale of the cluster-surface collision, as well as the perturbation induced by the impact, precludes the formation of an equilibrium solvation structure around the picked up species in our case. To explain the observed ion pair formation under such unfavorable conditions, a fast electron transfer mechanism is proposed that is based on field ionization of the partial point charges connected to the polar cluster constituents. Experimental evidence is given that the formed charge carriers can induce a variety of ion-molecule reactions in the surrounding solvent, for example, the electron-induced fluoride transfer between clustered SF₄ molecules. This indicates the possibility to investigate intermolecular reactions or electron-induced reactions using CIMS. The separation of the geminate charge pair in step (3) takes place if they are embedded in different cluster fragments. The energy to overcome the mutual Coulomb interaction and to form the free charge carriers is provided via the kinetic energy of the respective cluster fragment (Inertial Charge Separation). Both, the CIMS technique as well as the CEE promise a broad applicability. While the first can be employed to study solvation and dissociation processes as well as ion-molecule reactions, the latter has relevance as an ion-source, for surface analysis, cleaning and structuring, as well as for the transfer of large molecules into gas-phase and their concomitant ionization. The CEE even has implications for natural electrification processes. Future work should address the quantitative influence of the molecular dipole moment, of cluster velocity, and cluster size. The Cluster-Induced Desorption model should be tested using cluster constituents and surface adsorbates of varying mass ratios, and the influence of a surface dipole of the adsorbate should be investigated via measurements taken at defined but variable adsorbate coverage.
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Chapter 1

Molecular Clusters as ‘Test Tubes’ - An Introduction

The term cluster, denoting “a number of things of the same kind, growing together or gathered together”¹, is currently used in a wide variety of different contexts. In the present work, cluster denotes a collection of molecules ranging from two moieties, via aggregates of some hundreds, to sizes larger than several thousand constituents, all bound together by weak Van der Waals or dipole forces. Due to the broad size range which is covered by clusters, they are often considered to link the properties of individual atoms or molecules with condensed matter physics as well as macroscopic chemistry [1]. However, as will be shown here using the newly developed technique of cluster impact mass spectrometry (CIMS), the use of molecular clusters as a means to investigate physical and chemical processes under bulk-like conditions offers exciting new aspects for cluster research apart from the investigation of cluster size dependencies.

One of the striking properties of clusters in general is their large surface to volume ratio. Especially in the case of smaller clusters comprising some ten molecules, almost all constituents contribute to the surface. For a larger cluster with one thousand molecules, still roughly 40 percent of the constituents are at the surface. On the other hand, the small volume contained inside molecular clusters rapidly approaches bulk behavior, for example, with respect to the solvation of ions and electrolytes: Often cluster sizes of some ten molecules already reproduce a macroscopic environment [1]. In addition, molecular clusters are characterized by a large number of closely spaced energy states, a large number of isomeric structures, as well as a large number of internal degrees of freedom, the abundance of which all increases rapidly with the number of cluster constituents. A unique property of molecular clusters is the division of their binding energies into two regimes. Whereas the molecular constituents themselves feature strong chemical bonds with binding energies of several electronvolts, the strength of the intermolecular interaction within the cluster is typically one order of magnitude weaker. This separation, which is absent e.g. in metal clusters, allows for the investigation of physical and chemical processes between individual particles, which are assembled in high density within

¹See Webster’s New Twentieth Century Dictionary
the cluster by the weak binding forces. Moreover, as will be shown here, a low-
energy cluster-surface collision can be used to deliberately destroy the weak inter-
molecular bindings within molecular clusters without affecting the chemical nature
of the cluster constituents. Analysis of the emerging individual cluster constituents
and cluster fragments provides an unprecedented clear view on the processes inside
the cluster.

So far, a major focus of cluster research has been the study of the physical and
chemical cluster properties as a function of cluster size [1]. Considerable effort has
been devoted to observing and understanding the transition from the molecule to the
condensed phase: How large has a cluster to be before it will display some bulk
behavior, and does the size dependence for one property also reflect the situation
for other ones? Examples are experiments monitoring the evolution of interatomic
distances from the dimer to the bulk value: Embedded copper clusters with diameters
up to 150 Å have been investigated with X-ray spectroscopy [2]. The presence
of an fcc-structure was already found for thirteen constituents as well as a general
increase in the nearest-neighbor distance with growing cluster size. The latter was
explained in terms of an increasing coordination number for the clustered copper
atoms. Furthermore, the size dependence of the ionization potential as well as the
electron affinity of metal clusters have been investigated [3]. Both properties have
been found to converge on the bulk work function with increasing cluster size. For
alkali systems and some non-alkali systems the average size dependence is repro-
duced by a modified jellium model [3]. This demonstrates that cluster properties are
to a certain extent 'shape determined' [4]: Classical models neglecting the micro-
scopic structure and dynamics of the constituents [5, 6] often describe the behavior
of the cluster surprisingly well. In addition, investigations of the size dependent catal-
ytic properties of transition metal clusters have been carried out [7]: Iron clusters
in the size range of 13-25 constituents displayed an abrupt change in their chemical
properties. The variation in reactivity with hydrogen over three orders of magni-
tude as cluster size increased was explained in terms of fundamental changes in the
test tube in standard chemistry (see Fig. 1.1). The cluster exhibits strong similarities
to its macroscopic counterpart: Inside, it has a particle density comparable to the
condensed phase. On the other hand, the cluster has the character of an easy-to-
manipulate gas phase particle with a very limited spatial extension. Often, a single
reactive system can be prepared within the host cluster. Moreover, the weakly-
bound molecular cluster represents a very efficient heat bath with low characteristic
temperature: The high cluster density guarantees a fast thermal equilibrium within
the cluster, while evaporation of monomers from the surface represents an efficient
cooling mechanism that sets an upper limit to cluster temperature. Consequently
reactive systems are stable within the molecular cluster, even if a reaction is pre-
vented only by a small activation energy, since the large number of weakly-bound

Figure 1.1: The cluster as a ‘molecular test tube’. Compared to their macroscopic coun-
terpart, molecular clusters provide the same high particle density but combined with a tiny
overall volume, a gas phase character and a large surface-to-volume ratio which guarantees
fast energy dissipation. Reactive systems incorporated into the cluster can be activated by
providing energy from outside, e.g., by means of a photon or a high-energy cluster-surface
collision. The energy supply naturally defines a time zero, so that dynamic processes can be
studied. The panel schematically depicts a charge transfer process within the cluster, initi-
ated by photo-excitation. Although a gaseous charge pair is created within the cluster, the
charges cannot be directly observed by mass spectrometry due to their mutual shielding.
This is also true for exothermic reactions, since the cluster will stabilize itself by evap-
oration of more weakly-bound neutral monomers. A subsequent cluster-surface collision
changes the situation (right): In the low-energy impact regime relevant to the present work,
energy is coupled predominantly into the intermolecular vibrations of the cluster, where it
induces extensive cluster fragmentation. This splitting out of the contents of the molec-
ular test tube separates the gaseous charge pair and allows for direct mass spectroscopic
analysis. Moreover, the smaller size of the fragments drastically simplifies an unambiguous
analysis. The combination of surface-collision induced cluster fragmentation with a mass
spectrometric technique to analyze the nature of reactions induced in the molecular cluster,
especially charge transfer or charge separation processes, is referred to in the following as
‘Cluster Impact Mass Spectrometry’ (CIMS). In particular, the surface collision can be used to
introduce reactive systems into the cluster via the pickup of surface adsorbrates.

surface molecules (typical binding energies between 0.01 eV and 0.5 eV) makes an
ex evaporative process more likely compared to the spontaneous accumulation of energy
in the reactive coordinate. This thermodynamic property of a molecular cluster
can be described in terms of an ‘evaporative ensemble’ [8].

Spectroscopic studies of guest molecules in molecular clusters, which have been
performed to elucidate macroscopic solvation processes, represent a first step in
the direction towards the proposed molecular test tube approach. For example, it
I. Molecular Clusters as 'Test Tubes' - An Introduction

is well known that if NaCl is placed into bulk water, dissolution takes place. The crystal lattice of NaCl is broken down by the interaction with the water molecules followed by the formation of distinct solvated structures. These structures are then surrounded by more or less undisturbed water. With the help of molecular clusters made from solvent molecules and containing the respective ions, these substructures can be 'cut out' of the bulk material and can be investigated separately in the gas phase. The cluster provides a kind of natural but confined environment. Besides investigating size, structure and energetics of the solvation shells around various cations [9, 10], questions about the solvation of electrolytes and concomitant ion pair formation are worked on; e.g., how many solvent molecules have to cooperate to split an electrolyte into solvated ions [11, 12]?

In the present work, charge transfer and charge separation processes pertaining to bulk liquids are investigated using molecular clusters as microscopic test tubes. Although in this case a geminate charge pair is generated within the molecular cluster, it eludes direct mass spectroscopic analysis, due to the mutual shielding of the oppositely charged ions: In spite of the incorporated charge carriers, the cluster as a whole remains neutral. Even if energy is injected into the cluster in the course of the charge transfer, it will not evaporate on of the more tightly bound charge carriers, but will stabilize via sequential evaporation of neutral monomers. This difficulty can be overcome by fragmenting the cluster after the intracluster charge transfer has been induced, but before mass analysis is performed. If the incorporated ions reside on different cluster fragments, they become separated by the inertial movement of the cluster fragments and their mutual shielding ceases. In this case, charge cluster fragments emerge, which can be mass analyzed directly, even without post-ionization.

A promising way to achieve cluster fragmentation is the cluster-surface collision [13, 14, 15, 16]. The concept behind it is simple: a molecular cluster impacts on a hard surface with a velocity ranging between several 100 m/s up to 100 km/s. In the idealized picture, the front of the cluster is reflected upon impact and starts moving against the back part of the cluster which is still approaching the surface. Thus, a zone is formed within the cluster that is characterized by an increased particle density and a broad distribution of particle velocities and in which the initial kinetic energy of the molecular cluster is transferred into the internal degrees of freedom of the cluster. This 'reflection' of the surface is equivalent to a picture of two identical clusters colliding centrally with opposite velocities. The advantage of surface collisions compared to crossed beam experiments is the unit collision probability: all clusters hit the surface centrally. The energy transfer into the surface is typically accounted for by rescaling the impact energy. A source of the initial kinetic energy of the cluster can be the cluster formation process, e.g., adiabatic expansion. For collision velocities larger than 2-3 km/s, the cluster has to be post-accelerated in an electric field, after it has been suitably ionized.

The cluster-surface collision couples the directed kinetic energy stored in the center-of-mass movement of the impinging molecular cluster into the various degrees of freedom within the cluster [17]. As previously pointed out, it is peculiar to molecular clusters that their internal degrees of freedom consist of two distinct energy ranges, namely the low-energy intermolecular vibrations and rotations on the one side and the high-energy intramolecular vibrations on the other. The relative population of these two classes strongly depends on the time-scale of the cluster-surface collision. Every degree of freedom within the cluster can be addressed by a characteristic frequency. In a simplified model, population takes place only if the induced disturbance by the cluster-surface collision contains a non-negligible Fourier component of the respective frequency [18]. This is achieved if the external perturbation is at least on the same time scale or faster than the movement associated with the respective degree of freedom (see Fig. 1.2). For small clusters, consisting of some hundred constituents, a simple estimate of the impact duration is given by the advection time of the cluster, which is the ratio of cluster diameter and cluster velocity. For large clusters, the situation can be pictured as multiple shock fronts propagating through the cluster [19]. In this case the characteristic time of excitation is given by the ratio of the width of the shock front, being typically some particle layers, and the shock front velocity. At least in microscopic systems, the latter can be approximated by the impact velocity. Therefore, simply by increasing the impact velocity, it is possible to move from pure intermolecular excitation of the cluster to its full excitation, including the intramolecular degrees of freedom. The correlation of the cluster velocity with the duration of the cluster-surface collision allows
for the specific addressing of the two energetically different classes of degrees of freedom inside a molecular cluster.

The work presented here deals with comparatively slow cluster-surface collisions with impact velocities in the range of 1 km/s to 2 km/s. The duration of the perturbation induced by the impact, estimated from the advection time for the above velocity range and a typical cluster diameter of 20 Å, is in the order of one picosecond. Consequently, mainly the intermolecular degrees of freedom of the cluster upon impact. Since the higher-energetic intramolecular degrees of freedom remain largely unaffected, the cluster constituents themselves are not activated and their chemical nature is not altered by the cluster fragmentation process. However, by breaking the weak dispersive bonds between the cluster constituents, changes in their covalent bonds or changes in their charge state due to previous bulk reactions become easily observable. Therefore, the spilling out of the content of the reaction chamber by means of a low-velocity cluster-surface collision has considerable advantages. Isobaric processes2 with respect to the whole cluster, e.g. hydrogen transfer, become easily observable by analysis of the chemical nature of the individual cluster constituents. In particular, some remarks on future prospects as well as on related directions of investigation shall further illustrate the widespread applicability of the molecular test tube approach. Simply by increasing the initial velocity of the impinging cluster, a transition is made from the cluster fragmentation regime, ideal for inspection of bulk charge transfer processes, to the regime of efficient population of intramolecular degrees of freedom within the cluster. As pointed out theoretically by Raz and Levine, the short-time (100 fs) localized heating achieved during high-velocity cluster-surface collision (5-20 km/s) can efficiently drive chemical reactions [20].

Predictions based on molecular dynamics simulation and maximum entropy formalisms include simple bond dissociation of diatomic molecules [21, 13] but also various kinds of four-center reactions [22, 20, 23] like the unimolecular norbornadiene/quadricyclane isomerization as well as the bimolecular H2 + I2 or N2 + O2 reactions. The latter are expected to have a high activation barrier [24]. Molecular dynamics simulations of the "burning of air" reaction between nitrogen and oxygen showed that in the compressed reactive zone multi-center mechanisms with more than four atoms participating make a reactive contribution [25]. They are possible only in the high density cluster environment. Moreover, high barrier reactions are especially easier to the cluster-impact method with its fast energy supply (surface collision) and drain (cluster fragmentation). The coupling of the "extreme", energy-rich state in the compressed cluster to the very short collision time scale of cluster-surface collisions is of central importance, since otherwise the reactive system escapes through reaction channels lower in energy (slow conventional heating) or is completely destroyed (long prevalence of the energy-rich state). First experiments to explore this new regime of chemistry have recently been performed [26]. There exists a close similarity between the processes involved in high-energy cluster-surface collisions and bubble cavitation, e.g., in sonoluminescence. As pointed out in Fig. 1.3, in both case energy is focused in a compression wave into a small volume. A cluster and a bubble are complementary to each other, but in the compressed singularity they are equal and similar conditions prevail. However, in the case of bubble cavitation, the duration of the "extreme conditions" is with over 100 ps [27, 28] much longer than the 100 fs achieved in high-velocity cluster-surface collisions. This emphasizes the fast cooling mechanism by fragmentation as compared to heat conduction in the bulk.

---

2With mass and charge conservation in the closed system of a molecular cluster, this would include all chemical processes. However, often sufficient energy is deposited in the cluster during the process to evaporate a weakly bound reaction partner so that the processes can be observed by mass spectrometry. However, due to their high binding energy, geminate charge pairs in a molecular cluster never get separated by evaporative stabilization. Consequently, due to their mutual shielding, they elude a direct mass spectrometric analysis.
Another application of molecular test tubes is the exposure of atomic and molecular clusters to unprecedented high energy densities as realized in the focus of ultrashort, intense laser radiation. Clusters can be employed to provide a bulk density target directly in the focus of the laser. Their gas phase character facilitates the investigation of reaction products via mass spectrometry. Studies of rare-gas clusters heated with intensities of greater than $10^{16}$ W/cm$^2$ revealed that a highly ionized micro-plasma is produced, ejecting ions with substantial kinetic energy of up to 1 MeV [29].

This energy is four orders of magnitude higher than Coulomb explosion energies of small molecules, indicating a fundamental difference in the nature of intense laser-matter interactions between single molecules and high density material. Nuclear fusion has recently been reported [30] upon intense irradiation of deuterium clusters. Also, very efficient production of X-rays upon intense irradiation of rare gas clusters has been observed [31]. A proposed mechanism is the ionization of inner shells due to inelastic collision events with the coherently moving field ionization electrons inside the cluster. This explanation combines the high density within the cluster with its gas phase character, which is one of the unique features of the 'molecular test tube approach.'

In the present work, we will not venture into the field of 'extreme conditions' as realized in a laser focus or by high-velocity cluster-surface collisions, but will focus on the intermediate velocity range. Here, the cluster-surface collision induces mainly fragmentation of the molecular test tube, without changing the chemical nature of its contents. Therefore, this regime is ideal to investigate physical or chemical processes in the bulk as simulated by the high-density molecular cluster. As a prototype for this kind of study, the present work discusses the electron transfer reaction induced by the pickup of an alkali surface adsorbate inside a polar molecule cluster. This intracauler charge transfer is made visible by means of cluster fragmentation which separates the formed geminate charge pair spatially and thus destroys its mutual shielding.

The further structure of this work is organized according to the sequential steps of the described experiments. At the beginning, an adequate 'test tube' in the form of a molecular cluster has to be assembled from educts within the desired size range and with a given composition as well as kinetic energy. Chapter 2 recalls the theoretical as well as experimental background for the creation of clusters by adiabatic expansion. Mixed gas expansions are introduced as a means to vary either the cluster velocity via the seeded beam technique or to influence the cluster composition. In the next step, the cluster beam has to be characterized. Neutral particles, however, are relatively difficult to manipulate or to detect since their interaction with the environment is weak. After ionizing the cluster, the strong Coulomb interaction establishes a kind of 'handle' to it. Chapter 3 deals with the creation and the properties of molecular cluster ions. It discusses the electron impact ionization process and reveals for the first time the importance of electron recapture in molecular clusters with electron affinity. Moreover, it outlines basic procedures to characterize the cluster beam, namely its inherent size distribution and the beam velocity. Chapter 4 introduces an important method to investigate individual cluster ions or charged cluster fragments, namely time-of-flight (TOF) mass spectrometry. Some emphasis is given to the special design of the TOF spectrometer used and to the problem of large cluster detection. A novel way to establish homogenous potential gradients is presented. Experimental investigations of cluster-surface collisions are the heart of the present work. Starting from the surprising observation that abundant positive and negative charges emerge during low-energy impact of water and sulphur dioxide clusters on arbitrary surfaces, experiments have been performed to elucidate the mechanism behind this phenomenon. As described in Chapter 5, it was discovered that the key to cluster impact induced charge separation is the pickup of alkali atoms during surface contact. The polar environment of the cluster strips the alkali atom of its valence electron and a geminate charge pair is formed within the cluster. The subsequent collision-induced cluster fragmentation leads to a macroscopic charge separation, so that charged cluster fragments are formed. It thus bears witness to the charge transfer process within the cluster. This highly efficient charging mechanism is demonstrated to be applicable to the class of polar molecule clusters in combination with easy-to-ionize surface adsorbates. These surprising findings have been published in a letter to Nature [32]. Chapter 6 discusses the observed charge delocalization mechanism. The interaction of alkalis with bulk polar solvents as well as with the respective solvent clusters is dealt with. The unique insight into dynamic processes provided by the cluster impact method allows for the extension of previous equilibrium investigations. Based on the experimental findings, a fast electron transfer mechanism is proposed that proceeds by electron delocalization in the Coulomb field of the partial point charges of the polar cluster constituents, in analogy to field ionization. Chapter 7 illustrates the richness and wide applicability of the proposed microscopic mechanism by presenting results for different polar molecule clusters. Each of the given examples focuses on a new aspect of the basic mechanism. Chapter 8 illustrates the wide applicability of the effect, which led to the application for a patent [33], as well as some implications of Cluster Impact Mass Spectrometry. Finally, Chapter 9 summarizes the findings of the previous chapters and points out directions for further scientific work, be it with the charge separation in its focus, or by using the effect itself as means of investigation.
Chapter 2

Formation of Molecular Clusters

To perform experiments as outlined in the introduction, adequate molecular clusters within the desired size range, with a defined composition as well as kinetic energy have to be assembled. Various sources for cluster beams have been developed [34]. They are mostly based on aggregation processes starting from the monomer vapor. The statistical growth process, which these methods have in common, always creates a broad distribution of clusters with respect to size and composition. Depending on the strength of the interaction between the molekule, one can discriminate between 'gas aggregation sources' and 'free jet expansions' for example. Strongly interacting monomers, like metal atoms, are clustered simply by injecting the vapor into a cold quench gas. By means of collisions with the buffer, the cluster constituents are cooled down and cluster growth is initiated. The strong interaction makes aggregation easy but renders the creation of the respective initial vapor difficult. Besides high-temperature evolutions, surface erosion processes, like sputtering or laser-ablation, are often used together with gas aggregation sources. The present work deals with clusters of gaseous molecules that only weakly interact by Van der Waals or hydrogen bonds. Therefore, production methods are required that subject the monomeric vapor to intensive cooling so that the necessary supersaturation for cluster growth can be reached. This is typically achieved by adiabatic expansion of the relevant gas mixture through a nozzle into a vacuum chamber. As will be outlined in the following, cluster size distribution, cluster velocity, and cluster composition can be controlled by means of gas mixture and the expansion parameters like stagnation pressure, nozzle temperature, and orifice diameter.

2.1 Cluster Formation by Adiabatic Expansion

2.1.1 Adiabatic Expansions

A typical beam setup includes a reservoir held at temperature \(T_0\) that contains the respective gas or gas mixture at the stagnation pressure \(p_0\). It is connected to a vacuum chamber held at negligible background pressure \(p_b\) via a sharp-edged circular orifice or converging nozzle. At low reservoir pressures the mean free path length of the contained gas particles can be bigger than the orifice diameter. In this case the gas particles can leave the reservoir without mutual interaction, which results in a so-called effusive expansion. The rate \(N\) at which particles leave the reservoir is given by the particle-wall collision rate on the orifice area \(A\):

\[
N_{\text{eff}} = A \cdot \frac{1}{4} n_0 \cdot \bar{v} = A \cdot \frac{1}{4} n_0 \cdot \sqrt{\frac{8 k_B T}{\pi m}},
\]

where \(n_0\) denotes the particle density in the reservoir and \(\bar{v}\) the mean thermal velocity of a particle with mass \(m\) inside the reservoir of temperature \(T\). Under these circumstances, the orifice randomly ‘samples’ particles that move towards it from the reservoir, without changing the velocity components. The escaping particles therefore exhibit a directed Maxwell velocity distribution and emerge from the nozzle with a cosine flux dependence.

By increasing the stagnation pressure to the point where the mean free path of the particles within the reservoir becomes smaller than the orifice diameter, the physical situation changes. The gas particles undergo many collisions during the transition into the vacuum chamber, thus establishing local equilibrium at any point. The gas behaves like a macroscopic fluid, that is streaming towards the orifice. The fluid accelerates as the available 'cross section' normal to the streamlines gets smaller and even reaches sonic velocities at the throat of the nozzle (minimum orifice diameter), if the ratio between reservoir pressure and background pressure in the vacuum system exceeds an easily achievable critical value [35],

\[
p_0/p_b \geq \left[\frac{\kappa + 1}{2}\right]^{\frac{\kappa}{\kappa - 1}} \approx 2, \tag{2.2}\]

where \(\kappa = c_p/c_v\) is the ratio of specific heats at constant pressure and constant volume, which generally is a function of temperature. If sonic velocity is reached at the orifice, then, instead of being decelerated by interaction with the background pressure in the vacuum chamber, the beam accelerates further to supersonic velocities, as the sonic velocity at the orifice prevents any 'sensing' of boundary conditions to which the beam could accommodate, in the vacuum chamber ahead. During the whole acceleration process collisions transfer the thermal energy of the gas connected to its statistical velocity distribution into a directed molecular flow characterized by a narrow velocity distribution around a flow velocity \(u\). The particles perform work by accelerating preceding layers of gas like a piston through the nozzle. This process can often be described as adiabatic; i.e., without energy exchange with the nozzle walls, as well as isentropic, in the sense of a reversible process. In the case of negligible viscosity effects, the specific enthalpy \(h\) is conserved along any streamline of the expansion [36]. The expansion converts the stagnation enthalpy \(h_0\) into kinetic energy of the directed mass flow and a rest enthalpy \(h\). The latter is stored in the statistical velocity distributions parallel and normal to the flux velocity as well as residual rotational and vibrational excitation:

\[
h_0 = c_p T_0 = h + \frac{1}{2} m u^2 = c_v T + \frac{1}{2} m u^2, \tag{2.3}\]

where for each streamline a local temperature \(T\) has been defined.
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The flow velocity $u$ is maximized, if the inner energy of the expanded gas approaches zero. The highest possible kinetic energy and the corresponding highest beam velocity is given by

$$E_{\text{kin}}^{\text{max}} = \frac{1}{2} m \dot{u}_{\text{max}}^2 = c_p T_0$$

with $\dot{u}_{\text{max}} = \sqrt{\frac{2 c_p T_0}{m}}.$ (2.4)

The subsonic flow within the nozzle can be approximated by a quasi one dimensional compressible flow that reaches sonic velocity at the source orifice [36]. This allows for the calculation of the flow rate through the nozzle:

$$N = A^* \rho_0 \sqrt{\frac{2 k \rho_0 T_0}{m}} \left( \frac{\kappa}{\kappa + 1} \right)^{1/2} \left( \frac{2}{\kappa + 1} \right)^{1/(\kappa - 1)} = 2 F(\kappa) \dot{N}_{\text{eff}},$$

where $A^*$ represents the effective orifice area, corrected, e.g., for the influence of boundary layers. For $\kappa$ ranging between 1 and 5/3, the values of $F(\kappa)$ lie between 0.43 and 0.51 so that the total flow rate of the free jet is of the same order of magnitude as an equivalent effusive flow. Yet the angular velocity distribution of supersonic beams is not cosine-like but peaked in the direction of the centerline [36]. Although beam velocities reached in adiabatic expansion are not much higher than in normal effusive beams (see Fig. 2.2), they are large compared to local sound velocity. Therefore this type of expansion is called 'supersonic'.

By introducing the local Mach number $M(z)$ as the ratio between the stream velocity $u(z)$ and the local speed of sound $c(z) = \sqrt{k \rho_0 T(z)/m}$, all local thermodynamic variables like temperature $T$, pressure $p$, density $\rho$ and flow velocity $u$ can be expressed in terms of the distance $z$ downstream of the nozzle, the corresponding stagnation values and the evolution of the Mach number during the expansion:

$$T(z) = T_0 \left[ 1 + \frac{\kappa - 1}{\kappa} M(z)^2 \right]^{-1},$$

$$p(z) = p_0 \left[ 1 + \frac{\kappa - 1}{\kappa} M(z)^2 \right]^{-\kappa/(\kappa - 1)},$$

$$\rho(z) = \rho_0 \left[ 1 + \frac{\kappa - 1}{\kappa} M(z)^2 \right]^{-1/(\kappa - 1)},$$

$$u(z) = M(z) \left[ \frac{2}{\kappa - 1} + M(z)^2 \right]^{-1/2} \dot{u}_{\text{max}}.$$ (2.9)

The square of the Mach number $M$ is a measure of the ratio of the energy in the directed mass flow and the thermal energy remaining in the beam. To obtain the local values of $M$ after the particles have left the nozzle, the partial differential equations for conservation of mass, conservation of momentum, and conservation of energy for the isentropic, compressible flow have to be solved. The momentum equation is a vector equation which provides for axi-symmetric flow and under supersonic conditions ($M > 1$) two hyperbolic partial differential equations, that can be solved numerically [36]. The initial condition is given by the 'sonic line' at the source exit with $M = 1$. Especially short, converging sources, as used in the following experiments, provide a nearly uniform ideal planar sonic surface at the exit [37].

Figure 2.1 shows $M(z)$ along the centerline of an axi-symmetric free jet. The graphs represent analytical functions that have been fitted to the numerically computed solutions [36]. Since it is common to cut out the center of the free jet by means of a skimmer, the centerline properties of the beam are sufficient for all practical purposes. Fortunately, the Mach number varies only slowly around the centerline [36].

From the evolution of the Mach number during the expansion, the local properties of the beam can be calculated according to Eqs. (2.6)-(2.9). This has been done in Fig. 2.2 for the centerline of an axi-symmetric free jet of a monoatomic ideal gas ($\kappa = 5/3$). Remarkably, the beam velocity rapidly increases immediately after leaving the orifice, whereas the beam temperature drops more slowly.

The continuum model, on which Fig. 2.1 is based, is only valid up to some distance from the nozzle. Due to the decreasing particle density and beam temperature, two-
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Figure 2.2: Left panel: Centerline properties of a free jet expansion (κ=5/3) versus distance in source diameters. Whereas the beam velocity rapidly approaches its terminal value, temperature decreases over a large distance from the nozzle. The decrease of the two-body collision rate ke/k0, connected to the temperature T, increases density n/n0, which leads to a breakup of the continuum model as local equilibrium can no longer be maintained. Whereas this has only minor effects on the terminal beam velocity, the temperature decrease 'freezes' at this point. Right panel: Velocity distribution along the centerline of a pure SO2 (κ=1.26, T=300 K) expansion. Within the reservoir (M=0) the distribution is thermal. The free jet expansion narrows the distribution and shifts it to higher mean velocities. Depending on how the transition from continuum to molecular flow occurs, the Mach number freezes at different values. If the transition occurs at z/d=3.73 the terminal Mach number is 5, at z/d=27.3 a Mach number of 10 is achieved (Fig. 2.1). Comparing the latter two distributions shows that there are only minor differences in beam velocity (see Eq. (2.9)), however, the difference in the thermal spread is obvious. With non-condensing monoatomic gases, e.g., He, Mach numbers up to 100 can be reached. This results in very sharp velocity distributions.

Body collisions become less frequent and at some point cease. However, collisions are the motor behind energy transfer from the various degrees of freedom into the directed flow velocity. They establish the local equilibrium on which the continuum model is based. Before expansion all molecules in the reservoir are in thermal equilibrium. The velocity distribution, as well as the population of the vibrational and rotational levels, follows a Boltzmann distribution with a uniform temperature T equal to the reservoir temperature. The efficiency with which collisions can drain the various resources during expansion can be characterized by means of cross sections. Their relative magnitude is given by σ_{vib-rot} > σ_{rot-rot} > σ_{rot-trans} > σ_{vib-trans}.

The total number of binary collisions experienced by a molecule during free jet expansion is typically on the order of 10^2 to 10^4. Any kinetic process that requires more than this number of binary collisions to approach equilibrium, will be subject to kinetic lags or relaxation effects during expansion. The corresponding degree of freedom 'freezes' without its energy being converted into directed flow. Vibrational modes of diatomic molecules typically require in excess of 10^5 collisions and consequently do not participate in the expansion. The weak energy transfer to the long collision duration as compared to the fast vibrational motion (see Fig. 1.2). Generally, the distribution of vibrational levels after expansion does not follow a Boltzmann distribution. Nevertheless, for practical reasons, it is often described by an effective vibrational temperature $T_{\text{vib}}$ approximating the real situation. Rotational-translational energy transfer requires a much smaller number of collisions. Therefore rotational degrees of freedom are considerably cooled during expansion. Since normally $\sigma_{\text{rot-trans}} > \sigma_{\text{rot-rot}}$, the population of rotational levels can be described in terms of an equilibrium distribution, which is characterized by a temperature $T_{\text{rot}}$. At the point when there are too few collisions to couple the rotational degrees of freedom to the expansion, the very efficient translational-rotational energy transfer is still at work. Therefore, after expansion, the relationship between the different temperatures is given by $T_{\parallel} < T_{\text{rot}} < T_{\text{vib}}$ where $T_{\parallel}$ stands for the narrowed velocity distribution around the flow velocity. This relation reflects the different points during expansion at which the different degrees of freedom freeze due to insufficient collisions.

Finally, translational equilibration also ceases. At that point, the Mach number 'freezes' and remains constant. The point of transition from continuum flow to free molecular flow scales with $\nu_{\text{rms}}^2$ [36] where $\nu$ is a measure for the total collision cross section of the gas. The expression itself is proportional to the inverse Knudsen number $1/\lambda_{\text{rms}}$ of the source, which stands for the ratio of the free mean path length in the reservoir and the orifice diameter. The terminal Mach number can be estimated [36] from

$$M_{\text{rms}} = 1 - \sqrt{2} \frac{1}{\kappa} \left( \frac{1}{\kappa_{0}} \right)^{\frac{\kappa}{\kappa_{0}}} \frac{1}{\kappa_{0}} \left( \frac{1}{\kappa_{0}} \right)^{\frac{\kappa}{\kappa_{0}}} \frac{1}{\kappa_{0}} \left( \frac{1}{\kappa_{0}} \right)^{\frac{\kappa}{\kappa_{0}}}$$

The final 'beam temperatures' depend on stagnation conditions as well as the source diameter. On the other hand, the beam velocity is described very accurately in the continuum model, due to its rapid increase close to the nozzle. The final velocity distribution parallel to the beam velocity can be approximated by a drifting Maxwellian model:

$$f(v) = \frac{m}{2\pi k_{B} T_{\parallel}^{3/2}} \exp \left( -\frac{m(v_{B} - \frac{u}{T_{\parallel}})^{2}}{2k_{B} T_{\parallel}} \right)$$

(2.10)

The influence of the terminal Mach number on the thermal spread of a pure SO2 beam is depicted in the right panel of Fig. 2.2. The velocity distribution perpendicular to the beam has a more complicated shape [36].
2.1.2 Adjusting the Kinetic Energy: Seeded Beam Technique

The simple model of adiabatic expansion presented above predicts that the kinetic energy of the particles after the expansion is roughly equal to their original enthalpy in the reservoir. A straightforward way to higher kinetic energies per particle and thus to higher beam velocities is to increase the original enthalpy by raising the temperature of the reservoir. Due to material constraints, an increase by a factor of 2-3 with respect to room temperature kinetic energy can be achieved for pulsed nozzles and a factor of 8-10 for continuous beams. Fig. 2.3 gives examples of the corresponding velocities for the temperature range of pulsed nozzles.

As will be pointed out in the next section, raising the reservoir temperature has a detrimental influence on cluster growth. Therefore, this method of increasing the beam velocity is not compatible with strongly condensed beams. Fortunately, the generalization of the continuum model of adiabatic expansion to gas mixtures shows another way. For mixtures of ideal gases, the total enthalpy is simply the sum of the individual enthalpies \( h_i \). Superposition of Eq. (2.4) for the beam energy of the individual constituents gives:

\[
X_1 h_1 \approx X_1 c_p T = \frac{1}{2} X_1 m_1 u_1^2
\]

\[
X_2 h_2 \approx X_2 c_p T = \frac{1}{2} X_2 m_2 u_2^2
\]

\[
\sum_i X_i h_i \approx T \sum_i X_i c_p u_i = \frac{1}{2} \sum_i X_i m_i u_i^2 = \frac{1}{2} \frac{u^2}{m} \sum_i X_i m_i,
\]

(2.11)

where \( X_i \) represents the molar fraction of the corresponding constituent in the gas mixture. Whereas the situation in the reservoir can be described in terms of noninteracting gases with given partial pressures and different mean velocities, the adiabatic expansion brings down the different theoretical beam velocities \( u_i \) to a uniform beam velocity \( u \) by means of two-body collisions (Eq. (2.11)). Therefore, the beam velocity of an ideal supersonic beam originating from the expansion of a gas mixture has a velocity:

\[
u = \sqrt{\frac{2 c_p}{m} T} \quad \text{with} \quad c_p = \sum_i X_i c_p u_i
\]

\[
m = \sum_i X_i m_i
\]

(2.12)

Especially by using high concentrations of light weight gas components, which have a high natural expansion velocity, the velocity of heavier gas constituents can be considerably increased (see Fig. 2.3).

Given the limited number of collisions during the expansion, the equalization of velocities is not complete, but a so called ‘velocity slip’ occurs. This denotes a difference in terminal speeds for the different species; heavier species tend to lag somewhat behind. For the case of binary mixtures, this effect can be quantitatively described by introducing a ‘velocity slip parameter’ [36]. For the present studies, in which very diluted mixtures as well as large stagnation pressures and comparatively large orifices are employed, the influence of velocity slip can be neglected.

2.1.3 Condensation in Molecular Beams

The low local temperature which is achieved in supersonic beams allows the formation of weakly bound systems like Van der Waals or hydrogen-bonded clusters. Generally, the vapor pressure of a system decreases much more rapidly during an expansion than the local pressure, resulting in a higher pressure than the corresponding vapor pressure in some regions of the expansion zone. In a T-p-diagram the system follows an adiabate until it intersects the vapor pressure line. Starting from here, clusters represent a stable state and can be formed. However, the rapid cooling and pressure decrease continue further and the system only gradually approaches the vapor pressure line corresponding to local conditions, that themselves have been influenced by the heat released during the condensation process. Under conditions of supersaturation, cluster formation proceeds —at least at the beginning— by monomer aggregation. The formation of the initial dimer is the crucial step. Due to energy and momentum conservation, dimers can form only...
by three body collisions: Two particles collide and form an activated complex; to prevent the dissociation of the overheated two-body system, a third collision has to occur within a time window on the order of the internuclear vibration. Contrastly, larger clusters can distribute the heat of formation released by each condensation step over all their internal degrees of freedom. From there it can be removed by subsequent collisions on a much longer time scale. Consequently, with increasing size, clustering is expected to evolve from three body kinetics to two body kinetics.

Dimers form not only during the expansion of the gas but they are also present in the equilibrium composition of the gas in concentrations which vary with pressure and temperature. Although their concentration away from the boiling point of the gas is generally low, their effect on the clustering process can be considerable due to the difficulty dimer formation during the short expansion time. The strong influence of such preexisting dimers on the amount and the size distribution of produced clusters has been investigated [38, 39]. When changing the stagnation conditions from (p1, T1) to (p2, T2) the concentration of the preexisting dimers can be kept constant by using the relation

\[ \ln(p_1/p_2) = \frac{1}{2}(\Delta H/B)(1/T_1 - 1/T_2), \]

where \( \Delta H \) stands for the enthalpy change of dimerization. For homogeneous expansion of H2O and NH3 it has been shown [38] that the cluster size distribution, monitored by the distribution of the ionized cluster distribution, remains unchanged when the concentration of preexisting dimers is kept constant by varying the expansion conditions according to Eq. (2.13). On the other hand, a pronounced change in the distribution was observed upon deviating from the above expression.

Starting from the dimer, the further growth of the clusters proceeds by single association steps via monomer addition and in strongly clustered beams also by means of cluster-cluster aggregation [40]. Cluster size is generally connected to the total number of collisions during expansion, which itself depends on stagnation parameters. The ratio of clustered to uncondensed molecules, as well as average cluster size, increases with increasing stagnation pressure, increasing orifice cross section, and decreasing reservoir temperature; higher stagnation pressure moves the onset of supersaturation upstream and increases the degree of supersaturation. Therefore, more collisions take place under supersaturation and, consequently, more and larger clusters are formed [35]. Decreasing the reservoir temperature has the same effect, but stronger, due to the exponential dependence of vapor pressure on temperature. Expansions from smaller orifices run out of collisions sooner which leads to smaller clusters.

Theoretical treatment of the growth process is difficult. For example, the expanding gas flow can not be separated from condensation, which increases local temperature and reduces the Mach number. Moreover, growth generally depends non-linearly on local beam properties, and thus is sensitive to small variations in the substantial changes these properties undergo during adiabatic expansion. Different approaches have been attempted to describe the condensation process theoretically [40]: Classical nucleation theory [41] developed for isothermal, supersaturated gases provides a good qualitative picture of the thermodynamics of cluster growth. Problems of this equilibrium approach result from the usage of macroscopic properties like surface tension, the neglect of internal degrees of freedom for the critical size condensation nucleus and the equilibrium approximation with respect to condensation in the rapidly changing expansion. The latter can be improved by employing time dependent approaches [42]. On the other hand, molecular dynamics [43] simulations have explored, for example, the importance of cluster-cluster nucleation with regard to single addition steps. However, the calculations are difficult to extend to the \( \mu \) s time scales on which the expansion takes place.

Each successive growth step releases its binding energy into the cluster. This energy can be stored to some extent in the internal degrees of freedom of the cluster, which becomes increasingly hot. However, at some point the fluctuating energy can reach the dissociation energy of a constituent at the cluster surface and lead to its detachment. The monomer takes away the binding energy plus the energy stored in its translational, rotational or vibrational degrees of freedom (‘evaporative cooling’). The influence of surface energy makes sequential evaporation of monomers a more likely cooling process for hot clusters than ejection of large fragments. During cluster growth, monomer attachment and evaporative cooling are in delicate equilibrium and keep the cluster below its boiling temperature. In the collision-free region no further heating takes place, and the ‘metastable’ cluster cools down by successive evaporation steps.

By seeding the clustering gas in a non-attaching rare gas, an additional cooling mechanism is provided. Collisions with the seed gas atoms carry away internal energy of the cluster. To prevent evaporation, non-attaching collisions have to take place on a time scale shorter than the ‘thermal’ evaporation rate of the cluster. By strongly diluting the clustering species in a non-attaching seed gas, much of the energy of non-condensing molecular beams remains at least qualitatively correct. In this case, condensation proceeds within a kind of heat bath, which also governs the internal energy of the cluster. As adiabatic expansion without condensation can reach very low beam temperatures, the seeded beam method allows for the creation of considerably colder and often larger clusters than in pure expansions. The mass ratio between clustering and non-clustering species influences the efficiency of the energy transfer out of the cluster. Heavier seed gases with low heat capacity lead to slower beams and larger clusters, since there are more collisions before the expansion terminates.

Cluster formation is strongly influenced by the expansion parameters. Nozzle temperature \( T_0 \), nozzle diameter \( d \), and stagnation pressure \( p_0 \) can be taken as coordinates in a three-dimensional coordinate system. To explore this multidimensional parameter space, Hagen [44, 45, 46] has derived scaling laws to correlate expansion conditions that lead to the same mean cluster size \( \overline{N} \). They are based on the idea to keep the kinetic conditions (unimolecular as well as bimolecular) in the flow constant. As the temperature dependence of the involved cross sections, lifetimes and reaction probabilities is generally not known, only finite intervals \( [T; T \pm \Delta T] \) with the same temperature are considered. The scaling surface can be described as...
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\[
\frac{r_{0}}{r_{0,\text{ref}}} = \left( \frac{T_{0}}{T_{0,\text{ref}}} \right)^{1/2-q} \left( \frac{d}{d_{\text{ref}}} \right)^{-q},
\]

where the parameters \(s=2/(\nu-1)\) and \(s=(\nu-2)/4\) have been introduced. It correlates a new set of expansion parameters to a reference state (index \(\text{ref}\)) in such a way that the obtained cluster size distribution remains approximately the same. The value of \(q\) has to be determined experimentally and lies within the range \(0.5 < q < 1\). For scaling laws concerning the influence of a diverging hyperbolic section attached to the simple converging nozzle used in the present experiments see Ref. [46]. Generally, such nozzles produce similar centerline flow fields at a reduced mass flow. These advantages are restricted by boundary layer effects which disturb the core of the nozzle flow. The experimental evidence for the scaling laws, especially in connection with small clusters, is strongly influenced by the detection process (ionization-induced fragmentation). Nevertheless, they give a qualitative picture of the influence of expansion conditions.

Although being a finite system, the energy stored in the internal degrees of freedom of the cluster is often characterized by a temperature. A direct approach to cluster temperature is provided by high energy electron diffraction measurements which assign temperature based on the mean vibrational amplitude of the cluster constituents around an assumed lattice position. For large dielectric clusters, a useful empirical rule for the observed final temperature was obtained [47]:

\[
T_{\text{final}} \approx 0.5 T_{m} \approx 0.35 \epsilon/k_B,
\]

where \(T_{m}\) is the bulk melting temperature and \(\epsilon\) the well depth of the binary interatomic or intermolecular potential. For the rare gases He, Ne, Ar, and Xe this relation predicts cluster temperatures of 3.4 K, 11.8 K, 41 K and 76 K. On the other hand, temperature can be introduced via the evaporative behavior of the cluster. After the expansion, cluster cooling is achieved by evaporation of cluster constituents. The statistical RRK-theory predicts an evaporation rate for a cluster built from \(N\) atoms

\[
k(E^*) = \nu \left( 1 - \frac{D_N}{E^*} \right)^{-1} \nu g \exp(-D/k_B T),
\]

with \(s = 3N - 6\) being the number of vibrational degrees of freedom, \(\nu\) the characteristic vibration frequency in the range of \(10^{12}-10^{13}\) Hz, \(E^*\) the thermal energy of the cluster, \(D_N\) the energy to remove one particle from the cluster of size \(N\), and \(g\) the degeneracy of the system, which is normally taken to be proportional to the number of surface particles. In this model the cluster is treated like \(s\) strongly coupled oscillators (Einstein model) and the classical probability to find more than the dissociation energy \(D_N\) in one vibrational coordinate is calculated. The evaporation reduces the thermal energy \(E^*\) of the cluster and thus decreases the rate of evaporation. Assuming that on average each vibrational degree of freedom is endowed with energy \(k_B T\), a quasi-temperature can be assigned via \(E^* = s \cdot k_B T\).

The right-hand side of Eq. (2.16) gives the limit for large clusters, which is valid starting from \(N \approx 30\). A better approximation is given in [48]. The evaporative cooling mechanism is important at cluster temperatures \(0.3 \epsilon/k_B < T < 0.6 \epsilon/k_B\) [49]. The evaporation rate is governed by temperature scaled by the dissociation energy. This equation can be used to calculate whether the clusters are stable within the experimental time window or, to estimate an upper limit for the temperature of stable clusters. In ionic clusters, evaporation is hindered by the additional polarization energy binding the cluster constituents. This is significant for small clusters (e.g. water with \(N=10\)) but negligible for larger ones \((N>100)\) [50]. For a given ensemble of clusters having the same size, the distribution of internal energies has a width approximately equal to the energy loss per evaporation step. As the decay rate is strongly dependent on the internal energy, such an ensemble can not be assigned a unique life time, as its decay would be non-exponential.

So far, no closed theoretical description of the full condensation process in free jets is available. On the other hand, mean cluster size is easily experimentally adjusted by means of stagnation conditions. Therefore, the desired cluster size range for the experiments will be achieved iteratively. The methods for the measurement of cluster size distribution are introduced in Chapter 3.

2.1. Cluster Formation by Adiabatic Expansion

As has been demonstrated in the previous section, gas mixtures are frequently employed in free jet expansions to increase mean beam velocity or to create colder clusters. For these applications, weakly interacting species, such as small rare gas atoms, that do not participate in the condensation process, are generally added. For experiments with molecular test tubes, it is often desirable to produce mixed clusters composed from various subunits. Again, adiabatic expansion provides the means to form such mixed clusters. However, there is no one-to-one correspondence between cluster composition and the composition of the expanded gas. The temperature and density of a volume element that participates in the adiabatic expansion of a gas mixture out of the condensable species A and B with molar fractions \(X_A\) and \(X_B\), will decrease as the volume element is accelerated. Assuming a constant molar fraction, the number of collisions of the monomers with an existing cluster within the volume-element is proportional to their mean thermal velocity at the local temperature and is therefore smaller for heavier species than for lighter ones. Thus, the lighter species gets more chances to incorporate into the cluster. Moreover, each attachment introduces its respective binding energy \(D_A(N_A, N_B)\) or \(D_B(N_A, N_B)\) into the cluster. This binding energy may depend on cluster size and composition. The cluster becomes hotter with each attachment and associated with this is the increased probability of monomer evaporation. As is evident from Eq. (2.16), the evaporation process strongly favors the ejection of weakly bound constituents. The more exothermic channels are exponentially suppressed, so that the stronger bound species will substantially accumulate within the cluster. Thus, the composition of the original gas mixture, characterized by \(X_A\) and \(X_B\), gets distorted during the composition of the cluster by a transfer function which depends on parameters such as particle mass and in a strongly nonlinear way binding energy. The determination of composition (e.g. by integrating a system of rate equations for associ-
tion and evaporation steps) is not straightforward, since little is known about the binding energy \( D(N_A, N_B) \), which together with the cluster temperature governs the final composition in a delicate manner.

There have been several attempts to predict cluster compositions that result from binary nucleation [51] and references therein], however, no complete theory is available for the case of small, fast growing clusters. For a qualitative understanding, a simple macroscopic model, based on the behavior of bulk binary mixtures, is presented here. The composition of the gas-phase above a plane interface with an ideal binary liquid is given by the Raoult law. The partial gas pressure of the respective constituent corresponds to the product of its molar fraction in the mixture and its vapor pressure according to the chosen temperature. Thus, the mole fractions of the liquid \( X_A, X_B \) are connected to the mole fractions \( Y_A, Y_B \) in the gas phase and vice versa

\[
Y_A = \frac{X_A \cdot p_A(T)}{X_A \cdot [p_A(T) - p_A(\infty)] + p_B(\infty)} \quad Y_B = 1 - Y_A
\]

\[
X_A = \frac{Y_A \cdot p_B(\infty)}{Y_A \cdot [p_B(\infty) - p_A(T)] + p_A(T)} \quad X_B = 1 - X_A,
\]

where \( p_\alpha(T) \) stands for the vapor pressure of the respective species. If the interface to the gas-phase is not planar but features a curvature, the vapor pressure is increased. This effect can be accounted for by the Kelvin formula

\[
p_\alpha(r) = p_\alpha(\infty) \cdot \exp(2\gamma V_m / r RT),
\]

where \( V_m \) represents the mole volume of the liquid and \( \gamma \) the surface tension. In a simplified model, this vapor pressure enhancement for a preformed mixed cluster can be characterized by some mean value for mole volume and surface tension of the cluster constituents. In this case, the Kelvin effect does not influence the equilibrium composition, although in accordance with classical nucleation theory [51] it determines the minimum stable cluster size under a given supersaturation. Thus, the equilibrium composition of the cluster for a given composition of the gas phase is given by Eq. (2.18). As an example, the left panel of Fig. 2.4 shows cluster compositions for a \( N_2/O_2 \) gas mixture. The higher boiling point of oxygen with respect to nitrogen at standard conditions indicates a higher binding energy. Consequently, there is considerable oxygen accumulation within the cluster with respect to the mole fraction of \( O_2 \) in the gas phase. The over-representation decreases with increasing temperature, nevertheless it is still prominent. The limitation of this simple approach is the macroscopic treatment of the cluster by using properties such as surface tension or vapor pressure, and the equilibrium assumption. During expansion the temperature within the considered volume element is not constant but decreases rapidly. Moreover, the temperature assigned to the internal excitations of the cluster and the temperature of the surrounding gas mixture are generally not equal. Nevertheless, the simple model allows for the determination of the key factors for cluster composition, namely internal cluster temperature and binding energy of the constituents.

![Figure 2.4: Left panel: Simple macroscopic model correlating the composition of a cluster with the composition of the surrounding gas phase for a binary mixture calculated according to Eq. (2.18). The parameters correspond to a system of \( N_2/O_2 \). The solid lines give the mole fraction of oxygen inside the cluster for a composition of the surrounding gas as indicated by the labels. The species with the higher binding energy accumulates considerably within the cluster. With higher temperatures this effect decreases, nevertheless it is still prominent. The right panel gives a schematic representation of the cooling processes for clusters in supersonic beams. They dissipate the energy which is deposited into the cluster via each nucleation step. On the one hand, there is collisional cooling; i.e., the relaxation of internal degrees of freedom via non-attaching collisions with other monomers or the carrier gas. They are only active until the beam reaches the collision free regime. The second mechanism is evaporative cooling; i.e., unimolecular dissociation of large metastable clusters, which generally proceeds up to the detection point. Whereas the first process only influences cluster temperature, the latter, together with the nucleation steps, influences the composition of mixed clusters. The accumulation process of one species within the cluster, due to the frequent association and evaporation steps, demonstrates similarities to macroscopic distillation processes.

With regard to the difficulties in predicting cluster composition, an iterative approach to the creation of clusters of a given composition once again seems appropriate. Feedback information for this iteration process can be obtained by ionizing the cluster distribution followed by analysis of the composition of the cluster ions; e.g., by time-of-flight mass spectrometry (Chapter 4). The mixture of the expanded gas can then be changed until the desired composition becomes dominant within the cluster spectrum. In this context, the question arises, to which degree the composition of cluster ions corresponds to that of the neutral clusters. At least for larger clusters in quasi-equilibrium, the ionization-induced evaporation of constituents should not greatly alter the mean composition, as the preceding neutral cluster stabilized itself by evaporation, with ionization introducing further amounts. However, caution is appropriate.
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Figure 2.5: Mixed clusters of N2 and O2. The lower trace shows a mass spectrum of pure O2 clusters (stagnation pressure p=20 bar, reservoir temperature T=300 K, nozzle diameter d=0.5 mm). The main peak progression can be described in terms of O(2n+1)2+ cluster ions. During electron impact ionization, fragmentation of the oxygen molecule also occurs, resulting in the smaller progression O(O2)2+. The expansion of a mixture of 1:1 O2 and N2 (p=30 bar, T=190 K, d=0.5mm) is shown in the upper trace. Instead of a single mass peak for cluster size N, there is a manifold of clusters with different compositions, with the sum of the number of oxygen and nitrogen molecules being equal to N. The splitting of the manifold is given by the mass difference of 4 u. In spite of the equimolar gas mixture, the clusters are dominated by oxygen, as can be seen from the asymmetry of the envelope for one cluster size N. For N > 10 the pure oxygen cluster becomes smaller than the cluster in which one oxygen has been replaced by one nitrogen molecule due to the higher combinatorial weight. If only combinatorial factors are taken into account, the cluster size for which both are equal, can be used to compute an effective gas mixture which reproduces the observed cluster composition.

Fig. 2.5 shows mass spectra for pure O2 clusters and mixed N2/O2 clusters, obtained in the present work, following electron impact ionization of the respective neutral beams. The spectrum of the pure expansion consists of an equidistantly spaced series of peaks separated by the mass of a single constituent. An additional series which is due to dissociative ionization of oxygen exemplifies the influence of the ionization process. For the mixed 1:1 expansion of N2 and O2, the peak for each cluster size N splits up into a manifold of N + 1 peaks separated by the mass difference between the constituents (4 atomic mass units). Each such peak represents a cluster of composition n oxygen molecules and N - n nitrogen molecules, with their relative intensity being determined by the composition of the mixture. Since the width of the corresponding group of peaks increases with increasing total cluster size, there is overlap starting from N_overlap ≈ M/Δm, where M stands for the mass of the lighter constituent and Δm for the mass difference between the two
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(e.g., a peak at mass 224 u could contain clusters composed of 7 O2 molecules or 8 N2 molecules). This problem constrains experiments with exactly defined cluster composition to small clusters.

Starting from the mass spectra, it is tempting to describe the observed abundance distribution for a given cluster size N in terms of a binomial distribution. This assumes that all the dynamic processes of association and evaporation, with their delicate temperature dependence, can be described by an effective composition of a gas mixture from which clusters grow based on combinatorial principles. The combinatorial abundance distribution for a cluster of size N, grown from a binary mixture A and B with molar fractions X_A and X_B, can formally be written as:

\[(X_A + X_B)^N = \sum_{k=0}^{N} \binom{N}{k} X_A^{N-k} X_B^k\]

(2.20)

e.g. N=3: \[(X_A + X_B)^3 = 1 \cdot X_A^3 + 3 \cdot X_A^2 X_B + 3 \cdot X_A X_B^2 + 1 \cdot X_B^3\]

Each term within the sum defines a mass peak; the prefactor gives the number of permutations for a given composition under the assumption of discernable constituents. The individual probability of a composition is given by the following product of the molar fractions to the respective powers. The powers of the molar fraction stand for the number of respective molecules contained in the peak and the corresponding mass can be obtained by summing the product of the powers with the respective single constituent mass. Naturally, such a model can not account for the overall envelope of a measured cluster size distribution, nor for especially structural stabilities for certain cluster sizes and cluster compositions (see the magic numbers in Chap. 3). Fig. 2.6 demonstrates the application of (2.20) to experimental data, namely to a H2O/NH3 mixture (left panel) and to a N2/O2 mixture (right panel). Whereas the latter mixture contained nitrogen and oxygen in the ratio 1:1, the combinatorial distribution can be best explained in terms of a hypothetical mixture of 1:11. This emphasizes the distortion of the cluster composition with respect to the expansion gas. The oxygen-containing peaks are dominant, with the pure oxygen cluster being the most prominent up to N=5. However, due to the fast growing number of permutations for mixed compositions with increasing cluster size, the cluster containing one nitrogen molecule becomes larger than the pure oxygen cluster for N > 12 (not shown). The cluster size for which adjacent peaks are of the same size, can be used to calculate the combinatorial mixture for the observed spectrum. However, the description in terms of a single combinatorial mixture represents an approximation, the quality of which depends on the chosen system. Whereas the left panel of Fig. 2.6 presents a good example for the case of ammonia/water clusters; the right panel depicting results for the N2/O2 system with its additional effects such as dissociative ionization, shows poorer agreement. This deviation from the model indicates that the observed clusters have not been created in a purely statistical process. However, for a single gas species having several isotopes, the cluster composition should closely reflect the isotopic composition of the gas, since the chemical properties of the monomers are equal. In this case, the outlined method should allow the determination of the isotopic content of a given probe.
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Figure 2.6: A simple combinatorial model for the description of cluster compositions. While the lower curve has been measured experimentally, the upper curve corresponds to the theoretical model. Left panel: Mixture of H₂O and NH₃ in terms of a hypothetical 17:20 mixture which simulates the observed NH₃\(n\)H₂O\(m\) progressions. The overall abundance of each cluster size has been adjusted separately. Right panel: Mixture of N₂O₂ in terms of a hypothetical 1:1 mixture. The experimentally observed second progression, anchored on O²⁺ instead of O²⁺, is described by shifting the main progression by 16 mass units and scaling its overall height. The much larger tendency of oxygen to form clusters is reflected by the discrepancy between the gas composition obtained from the simulation and that which is used experimentally, namely N₂O₂=1:1.

2.1.5 Pulsed Adiabatic Expansion

Condensation of molecular clusters in adiabatic expansions is enhanced by increasing the stagnation pressure, by decreasing the nozzle temperature, by adding carrier gases to the expansion as well as by increasing the nozzle diameter. However, all of these options increase the total gas load the vacuum system has to cope with. Experiments therefore are often performed using differentially pumped setups in which the main gas load is pumped away in an expansion chamber at a working pressure of 10⁻¹⁰ mbar. At this high pressure, standard vacuum pumps with pump speeds around 10⁰⁰ l/s transport gas loads of 1 mbar l/s. However, the corresponding short mean free path length of a few centimeters is prohibitive for a variety of experiments. Therefore, the central part of the cluster beam is transferred by means of a skimmer into an experimental chamber at much better vacuum. By admitting only a fraction of the gas load, similar pumps as used in the expansion chamber, can maintain a much better vacuum. A typical value for gas load reduction and the decrease in the average background pressure is a factor of 10⁰⁰.

To further increase stagnation pressure with a given vacuum system, pulsed expansions can be employed [52, 53]. The resulting beams have instantaneous intensities that are orders of magnitude higher and consequently contain more clusters. The lower duty circle is often no disadvantage, especially in connection with other pulsed devices (e.g., high power lasers). A more serious problem is the fact that beam velocity, temperature and cluster distribution are not uniform throughout the pulse (see Fig. 2.7). Ideally speaking, a pulsed beam is generated by "gating" a steady-state beam. A gas pulse created by a typical gate opening of 100 μs and having an average beam velocity of 10⁰⁰ m/s can be pictured as a 10 cm long "cone" moving through the apparatus. Having these small dimensions, the pulse is able to
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Figure 2.7: Pulse shape and position dependent cluster size distribution. The left panel gives the shape of a heavily clustered, unseeded N₂O₂ adiabatic expansion, as measured via electron impact ionization. Considerable deviation from a simple smooth curve, that would be observed with unclustered beams (dotted line), is observed. The dip in the signal corresponds to the regions of strong clustering. This can be understood from a reduced ionization cross-section of large clusters (see Chap. 3), and an increased scattering of monomers, due to the local condensation process, out of the beam. The black shaded curve corresponds to the ion signal from clusters larger than 160 constituents. The shift to later times with respect to the dip in the total signal is partly connected to a time-of-flight separation. Following ionization, the ions are accelerated. For heavier species this acceleration results in a smaller velocity, so that these ions reach the detector later than the lighter ions. As shown in the right panel, this can be used to investigate the local cluster distribution within the gas pulse. At the positions a) to e) the pulse is ionized by a short electron pulse (≈10 μs). The resulting ion current is measured at some distance. Whereas at positions a) and e) almost no clusters are present, positions b) to d) show pronounced clustering, however, to quite different extents. The distributions of small ions, present in all spectra, are partly connected to fragmentation during the ionization process. Unseeded, high pressure expansions present an extreme situation with respect to variation of the cluster size distribution with pulse position. Seeded beam expansions, as have been employed in most of this work, generally show a much greater homogeneity (see Chap. 3), nevertheless the effect is still present.
completely traverse the vacuum chamber before the background pressure rises due to scattering from the walls. Between pulses, the vacuum system has time to re-
store the background pressure increased by the pulse gas load to its original value.
For a detailed analysis see Chap. 2.3. There are no restraints for beam intensity or background pressure for a single short gas pulse, however, pumping speed will always limit the maximum pulse repetition rate that can be achieved. With the low background pressure of pulsed beam experiments, also shock fronts created by the interaction between the expanding gas and the background gas in the expansion chamber tend to be absent. Assuming a series of ideal 'square' gas pulses with repetition rate \( \nu \) and pulse duration \( \tau \), the reduction of the gas load is given by the duty factor defined as \( f = \tau \cdot \nu \) and can easily reach 1/200. The gas consumption of the experiment is reduced in the same way.

Pulsed molecular beam sources are mechanical devices. In comparison to steady-
state sources these can be used only in a very limited temperature range. The fast moving shutter tends to bounce, so that double pulses are often observed. Pulsed valves are subjected to wear, so that the opening characteristic changes over time. Their shutter function may also change with expansion conditions and opening time. Molecular beam properties are very sensitive to the expansion circumstances. Typical minimum opening times of a pulsed beam to reach steady-state conditions within the pulse have been found to be in the range of a few microseconds [54, 55]. For Cluster beams, with their delicate, nonlinear dependence on local beam properties, this is only a lower limit. Since cluster formation is very sensitive to the expansion conditions, the performance of the nozzle, such as its opening characteristic and mass flow, has to be closely controlled in actual experiments (see Chap. 2.3 and 3.2), to minimize pulse-to-pulse variations which become amplified by the condens-
ation process.

### 2.2 Experimental Setup

To perform the experiments a two-chamber molecular-beam apparatus has been built. It takes into account the special requirements of pulsed cluster beams, such as a high pumping capacity to cope with the gas load and a large-volume expansion chamber to store the gas load of each individual pulse before it is pumped away be-
tween pulses. The vacuum chamber consists of three modular subunits (Pink Vaku-
untechnik) based on ISO-DN250 flanges. A variety of KF40 openings are provided for use as feedthroughs as well as viewports. Two of the units are identical spheres fitted with six-fold cross. They have a volume of about 35 liters each. The third one, a DN250 cylinder fitted with a four-fold DN160 cross, has a volume of about 17 liters. One sixfold-cross is used as the expansion chamber, and the combined remaining two units as the experimental chamber. The separation of the expansion and the experimental chambers has been established by sandwiching a blind DN250 flange between them. The flange has been fitted with sealing rings on both sides as well as a central bore to house the skimmer setup. A schematic drawing of the whole vacuum system is given in Fig. 2.8. The vacuum is maintained with a 1500 l/s turbo molecular pump (Balzers TMA1600) in the expansion chamber and a 520 l/s turbo molecular pump (Balzers TMH520) in the experimental chamber. Both pumps are equipped with an internal second compression stage, which allows for a fore line pressure in the mbar regime that is achieved by oil-free membrane fore line pumps (Vaculab MD47). A bypass between the fore line pumps allows for the equal distribution of the gas load, which predominantly stems from the expansion chamber, if valve BP is open. Together with the valves \( S_1 \) and \( S_2 \) the bypass allows mainte-
nance work at individual fore line pumps without venting the system. The pressure in both vacuum chambers is measured by a combined pirani/cold cathode ion gauge (Balzers Compact Gauge 250) with a working range from 1000 to 5 \( \times \) 10^{-2} mbar. A discussion of the time dependent pressure-measurement when the pulsed beam is switched on is given in Chap. 2.5. The fore line pressure is determined from two pirani gauges (Balzers TPR261). All pressure readings are displayed by TPG252 controller units. The vacuum pumps, as well as the pressure values are monitored by a SPS controller (Siemens Simatic S7-200) which in the event of problems (e.g. pump failure) shuts down the system in a controlled manner.

Gas Load

The maximum gas load for the vacuum system can be calculated from a few system parameters. The required minimum mean free path length implies an upper limit for the pressure in the expansion chamber of \( 10^{-3} \) mbar. For steady state beams and a pump speed of 1500 l/s, this corresponds to a gas load of 1.5 mbar l/s or \( \approx 3.6 \times 10^{19} \) particles/s. For a nozzle diameter of 0.5 mm this flow rate is reached at a He stagnation pressure of \( \approx 25 \) mbar. Assuming a seeded gas expansion with a dilution of 3 % and a mean cluster size of 1000, the flow of clusters out of the nozzle is in the range of \( 10^{10} \) clusters/s. The skimmer typically reduces the gas load by a factor of 1000, admittting \( 10^{6} \) clusters/s into the experimental chamber. By pushing the beam, for example with a repetition rate of 10 Hz and a pulse duration of 300 \( \mu \)s, the instantaneous intensity can be increased by the inverse of the duty factor of 333 corresponding to a stagnation pressure of \( \approx 8 \) bar. Stagnation pressures larger than 26 bar have been experimentally achieved, increasing the amount of clusters (\( N = 1000 \)) to \( 10^{21} \) in the experimental chamber, corresponding to \( 3 \times 10^{21} \) clusters per pulse.

The creation of mixed as well as seeded cluster beams is based on the expansion of gas mixtures. To allow for flexibility with respect to gas composition, a gas mixing unit has been set up based on a 1 liter pressure reservoir (Whiteley). The reservoir, as well as all connecting lines, can be evacuated by means of a 240 l/s turbo molecular pump (Balzers TPU240) coupled with a two-stage rotary-plane fore line pump (Edwards E2M-18). The pressure in this separate vacuum system is again monitored by a PPR250 / TPR261 / TPG252 combination. The reservoir can be filled via inlet ports and a system of valves (see Fig. 2.8). Back streaming can be reduced by evacuating the supply tubes between each individual mixture component. An additional exhaust port allows for the release of residual pressure in the reservoir before it is evacuated. The stagnation pressure at the nozzle can be regulated by means of a one-stage pressure reduction valve (DruVa 0.1-30 bar). All connecting tubes are made of 6 mm stainless steel tubing; all valves are vacuum tight (Nupro BN and DS series). The gas pressure in the reservoir, as well as the
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![Diagram of vacuum system and gas supply](image)

**Figure 2.8:** Setup of the vacuum system and the gas supply. The shaded region comprises the temperature-controlled units which consist of the gas mixing system and the pulsed nozzle. They can be evacuated by a separate pump system (left). To the right, is the differentially pumped two-chamber cluster beam apparatus together with its vacuum circuit.

chosen stagnation pressure at the nozzle, are monitored by two total pressure gauges (BD Sensors DMF333, DA480 control unit) providing readings of up to 100 bar with ±0.25% accuracy. The reservoir together with the tubing circuit and the valves are placed into a temperature controlled (T\text{max}=400 K) insulated box (see Fig. 2.8). By evacuating the gas mixing unit at elevated temperatures, it can be cleaned of all kinds of residues. This cleaning procedure has been implemented between runs with different gas mixtures. The vacuum chambers as well as the gas mixing unit are supported in a frame structure built from 40 mm x 40 mm aluminum profiles (ltem). It provides additional rack space not only for the pump- and pressure-controllers, but also for measurement and data acquisition devices. A system of adjustable feet and castors complete the self-contained mobile system.

The pulsed nozzle is used to generate the cluster beams and a high-speed solenoidal valve (General Valve Series 9, Iota One pulse driver). The principle, taken from fuel injectors in automotive industry, is based on the magnetic force that an energized solenoid exerts on a ferromagnetic plunger. While there is current through the solenoid, the plunger is retracted and opens the nozzle orifice. Otherwise, a system of counteracting springs presses the plunger against the orifice and thus seals it (see Fig. 2.9). To minimize leakage, the plunger tip is made out of a ductile material. In the present experiments Teflon and Kel-F tips have been used. Although Teflon has superior sealing properties, its plasticity results in fast wear and requires frequent replacement. Typical pulse widths used for the cluster beams are in the range of 250-750 μs, typical stagnation pressures between 1 and 20 bar. Different nozzle orifices have been used with diameters between 200 μm and 500 μm. The shape of the nozzle is best described in terms of a simple converging nozzle that leads to the previously described jet expansion.

The nozzle is mounted in the expansion chamber by means of a XYZ-translation stage, allowing for the positioning of it in front of the skimmer (Beam Dynamics Type II). The latter has a round opening of 1.5 mm diameter and is mounted on a 30 mm long cylinder (see Fig. 2.10). The distance between the skimmer tip and the chamber wall has to be sufficiently large in order to prevent backscattering of the gas pulse front into its tail. The translation stage of the nozzle setup allows for the adjustment of the nozzle to skimmer distance. For pulsed beams, the optimal nozzle to skimmer distance is generally larger than in the steady-state situation, where the skimmer has to sample the flow before the shock front forms as a result of the interaction of the expanding gas with the background. Without this constraint, larger distances are favorable, because they place the skimmer in a region of lower density and thus reduce skimmer interference. Moreover, they give the pulse more time to complete expansion. The beam intensity in the experimental chamber has an optimum for a nozzle-skimmer distance of 3.5 cm ±0.5 cm.

As pointed out before, cluster growth strongly depends on the stagnation temperature. Lowering the latter facilitates the condensation of weakly interacting species. El-
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Figure 2.10: Setup of the expansion chamber. The nozzle is mounted on an XYZ-translational stage, to ensure its optimal positioning with respect to the skimmer. The supply line to the nozzle is temperature controlled, allowing for the heating of the nozzle setup in case of condensable vapors, or for cleaning purposes. On the other hand, it allows for the cooling of the expansion gas, which enhances the clustering process of weakly interacting species.

evaporated temperatures are necessary to prevent premature condensation in the tubing system of substances with relatively low vapor pressure (e.g. water). Control of the expansion temperature is achieved by a simple heat exchanger setup along the last 40 cm of the supply line of the nozzle (see Fig. 2.10). The heat exchange of a flowing medium in a circular pipe is well studied [56]. Here, a gas mixture with temperature $T_e$ enters a heat exchange pipe which is assumed to have a constant wall temperature $T_w$. The exit temperature for a pipe of length $L$ and diameter $d$ is given by

$$T_{exit} = T_w + (T_0 - T_w) \cdot \exp\left(-\frac{Nu \cdot L}{Re \cdot Pr \cdot \frac{4L}{d}}\right) \tag{2.21}$$

where gas specific properties enter via the Nusselt number $Nu$, the Prandtl number $Pr$ and the Reynolds number $Re$. Under the present experimental conditions, there is a laminar flow within the supply line ($d=4 \text{ mm}$) with a typical velocity of 1...10 cm/s and typical values are $Pr=1$ and $Nu=4$. In this case, the gas reaches the wall temperature within a few centimeters. To achieve expansion temperatures below room temperature, the vapor phase above a liquid nitrogen dewar is blown through the guiding tube of the heat exchanger around the nozzle supply line. When close to the nozzle the vapor exits the inner tube and returns in the outer one, which supports the nozzle within the expansion chamber. In this way the nozzle body as well as the nozzle mount are cooled. By using an electromagnetic valve together with an adaptive temperature controller (Eurotherm 900 EPC) to regulate the flow of the coolant in the heat exchanger, stable nozzle temperatures as low as 130 K can be reached. This proved to be sufficient to create large mixed N$_2$/O$_2$ clusters. To prevent liquefaction in the supply lines, the vapor pressure of the gas components at the given nozzle temperature has always to be larger than the respective partial pressure. Safe conditions are given, if the nozzle temperature lies above the critical temperature of all the gas constituents. For heating purposes, an electric heater pipe (Thermocool, $d=1 \text{ mm}$) was soldered directly to the supply line of the nozzle with one free end being wrapped around the nozzle body. By resistive heating, temperatures of up to 450 K have been reached. For liquid samples, a small reservoir ($10 \text{ ml}$, Whitey) has been inserted into the supply line, in which the carrier gas bubbled through the liquid to ensure optimal saturation. The carrier gas was preheated in the gas reservoir.

In the case of seeded beam expansions, as well as for mixed clusters, it is essential that the composition of the expanded gas mixture is well defined and constant throughout the experiments. The filling of the gas reservoir with the various mixture components is a highly turbulent process ensuring a high degree of homogeneity of the mixture right from the start. Moreover, typical diffusion velocities at reservoir pressure (max. 50 bar, mostly He) lie in the range of nm per minute, which, together with typical reservoir dimensions of 10 cm, smooth out minor inhomogeneities. Measuring the pressure increase connected to the addition of a further component via a capacitive pressure gauge avoids gas specific correction factors. The transfer of the gas mixture through the pressure regulator and the nozzle into the vacuum chamber is discussed in Fig. 2.11. Since the flow velocity in the supply line, as well as through the nozzle, is large compared to typical diffusion velocities, the composition of a gas volume element does not change during the transfer. Therefore, the composition of the gas expanded through the nozzle reflects the situation in the reservoir.

2.3 Calibration of the Particle Number per Pulse

The number of particles introduced into the vacuum system with each pulse is a fundamental reference magnitude for all quantitative measurements, such as of ion yields. Furthermore, by monitoring the particle number per pulse, changes in the expansion conditions (decreasing stagnation pressure, changing performance of the pulsed nozzle due to wear) can also be detected. In the case of continuous sources, the equilibrium working pressure $p_{eq}$ in the vacuum chamber allows a straightforward determination of the gas flow into the vacuum system. At the equilibrium working pressure the nozzle supplies the same amount of particles as are being removed out of the vacuum chamber by the pump. In this case, the gas load $q$ is given by $q = p_{eq} \cdot S_{eff}$ where $S_{eff}$ represents the effective pump speed of the vacuum pump at the given geometry.

With pulsed nozzles, the situation is more complicated, as the background pressure now becomes time dependent. Moreover, in a simple two-chamber setup, as it is used in the present experiments, the gas load found in the second chamber is not only due to the directly transmitted gas pulse, but is also due to the diffuse transport
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of background gas through the skimmer. Both contributions can be of the same order of magnitude.

For a quantitative model we consider the response of such a system to a single gas pulse or to a periodic sequence of gas pulses. For all practical purposes, the pulse can be represented by a delta function, delivering all particles to the system within negligible time. This separation of time scales is justified if both, the pulse duration and the time to reach a homogeneous gas distribution within the vacuum chamber are short with respect to typical pumping times. Under the present conditions, pulses last from 200 μs to 500 μs, and the time scale to reach a homogeneous gas distribution, given by a typical dimension of the vacuum chamber and the thermal particle speed, is of the order of one millisecond. On the other hand, typical
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Single Chamber

\[ p \cdot V = N \cdot k_B \cdot T \rightarrow \Delta N = \frac{V}{k_B \cdot T} \cdot \Delta p, \]  (2.22)

where \( V \) stands for the volume of the vacuum chamber under consideration and \( T \) for the temperature of the chamber walls. As the vacuum pump starts removing the additional particles from the vacuum chamber, pressure decreases again. For a single pulse, the time dependence is given by

\[ p_{\text{single}}(t) = p_{0g} + \Delta p \cdot \exp(-k_BT) \]  (2.23)

where \( p_{0g} \) stands for the pump rate of the vacuum system and \( p_{0g} \) for the background pressure without the beam.

The exponential decrease after a single pulse implies that after a fast start, it takes more and more time to remove an ever smaller amount of particles. In the case of periodic gas pulses, not all particles have been removed before the next gas pulse is injected into the chamber. This leads to an accumulation of particles which is governed by the repetition rate as well as the pump rate of the system. For an infinite chain of delta-shaped gas-pulses separated by an interval of \( T \), the time dependence the pressure can be calculated analogically

\[ p_{\text{exp}}(t) = p_{0g} + \sum_{n=1}^{\infty} \Delta p \cdot \exp(-k_BT) \cdot (n+1) = p_{0g} + \frac{\Delta p}{1-\exp(-k_BT)} \cdot \exp(-k_BT) \]  (0 < t < T).  (2.24)

As is depicted in Fig. 2.12, the periodic gas supply increases the minimum background pressure to \( p_{0g} + \Delta p/(\exp(k_BT) - 1) \), and rises the peak pressure to \( p_{0g} + \Delta p/(1 - \exp(-k_BT)) \). Nevertheless, the pressure increase \( \Delta p \) connected to each gas pulse remains unchanged, thus allowing for the calculation of \( \Delta N \) according to Eq. (2.22).

The time dependent pressure in a second vacuum chamber, which is connected to the expansion chamber by way of a skimmer, consists of two distinct contributions. Firstly, a fixed fraction of the original gas pulse is instantaneously transmitted into the second vacuum chamber. It can therefore be described by Eqs. (2.23) and (2.24). Secondly, an additional contribution stems from the diffusive flow of gas through the connecting skimmer, in between pulses. Due to the large pressure difference between the chambers and the small amount of gas transmitted by the skimmer from the direct pulse, this diffusive flow has to be taken into account for the second chamber. The diffusive gas exchange through the skimmer is governed by a rate equation

\[ \frac{dp_2(t)}{dt} = -k_{p2} \cdot p_2(t) + K(p_1(t) - p_2(t)), \]  (2.25)
of particles per pulse introduced into chamber I and chamber II, can be obtained from an analysis of the pressure step at t=0 according to Eq. (2.22). At this time the pulse has distributed homogeneously in the respective chamber but the pumps have not yet removed the gas load.

Prerequisite for this method, however, is a gauge device with a sufficiently fast response time. A suitable device is the Fast Ionization Gauge (Beam Dynamics, see also Chap. 3), a pressure gauge based on the Bayard Alpert design, that can resolve rise times down to some microseconds. For the determination of the particle number per pulse, the Figs are mounted at a position where they are not directly hit by the particle cloud of the gas pulse, and measure the time dependence of the working pressure in chamber I and II. They can be calibrated against a reference pressure gauge under equilibrium conditions, by introducing nitrogen gas into the chamber via an adjustable leak (typical FIG sensitivity: \(0.7 \cdot 10^5 \text{ V/mbar at 1 mA Emission}\)), so that their reading can be interpreted in terms of particle number per pulse by applying the above pressure step method. The main uncertainty of this method is the determination of the step height, which is washed out by the time it takes to distribute the gas homogeneously. However, this amounts to an uncertainty below 10% which is sufficient for all practical purposes.

Due to the non-negligible influence of the diffuse gas exchange between chamber I and II, the pressure step method is the only straightforward way to determine the particle number per pulse for chamber II. To monitor the average particle number per pulse in chamber I, a simpler equilibrium method is possible. Instead of using a very fast pressure gauge to resolve the instantaneous pressure, a slower type that averages out the fast changes is used. A simple model for such a device is given in terms of an RC-time constant. The response function \(R(t)\) of such a system to a time-dependent excitation \(S(t)\) is given by

\[
\frac{d}{dt} R(t) = k_m S(t) - k_m R(t),
\]

where \(1/k_m\) is the relaxation time of the device. This is a first order linear differential equation which can be solved using a propagator method. For a periodic chain of gas pulses, the signal of the pressure gauge in chamber I is given by (see Fig. 2.12)

\[
X(t) \propto \frac{\Delta p}{k_m - k_{p1}} \left[ \exp(-k_{p2} t) - \frac{\exp(-k_{p1} T) - 1}{\exp(-k_{m} T) - 1} \exp(-k_m t) \right].
\]

With a sufficiently slow measuring device, the reading will remain constant within the accuracy of the device. In this case, Eq. (2.29) can be replaced by its time average, giving

\[
\overline{X(t)} = \frac{1}{T} \int_0^T X(t) \, dt = \frac{1}{T} \tau \Delta p / k_{p1}.
\]

This simple relation, which is even independent of the time averaging constant \(k_m\) provided \(k_m\) is large enough to allow for the replacement of Eq. (2.29) by its mean value, relates the pressure rise above background pressure to the mean average particle number per pulse in Eq. (2.22). The pump rate in the first chamber is easily
Figure 2.13: Measuring the particle number per pulse in chambers I and II by means of the pressure step method. After proper calibration the FIG readout can be directly interpreted in terms of the pressure step method. This allows for the determination of the particle number via Eq. (2.22) and the known respective chamber volume (Chamber I: 35 l, Chamber II: 52 l). The graphs give the time dependent pressure for two repetition rates (5 Hz, 10 Hz). The higher repetition frequency leads to an increase in background pressure which shifts the respective curve upwards. However, the pressure step associated with each individual pulse remains constant. Fitting the pressure decrease using the appropriate model according to Fig. (2.24) or (2.27) gives the pump rate of the chamber. For $N_2$, a pump rate $k_p=21 s^{-1}$ and $k_p=4.8 s^{-1}$ has been determined for chamber I and chamber II, respectively.

available by fitting an exponential decay to the FIG pressure readings as shown in Fig. 2.13. Although the averaging does not allow for a pulse-to-pulse analysis, it is helpful to monitor the expansion conditions. So far, only pure gas expansions have been considered. The situation for gas mixtures is more complicated due to differences in ionization cross section as well as different pump rates for the respective mixture components. Most ionization cross sections can be found in literature and the pump speeds for the individual species can be determined experimentally. By considering the different partial pressures individually, an extension of the above model is possible. The pressure step method is ideally suited for the analysis of mixed expansions since the specific pump speeds do not influence the result: At time zero, the pressure increase in chamber I is given by an ensemble of particles that have the same composition as the gas mixture in the reservoir. In order to determine the number of particles in strongly condensed, skimmed beams (chamber II), the analysis of the pressure step has to be made by a mass selective ion gauge (e.g., a quadrupole mass spectrometer) since in this case the composition of the direct contribution does not necessarily represent the situation in the reservoir.

Chapter 3
Molecular Cluster Ions

To facilitate cluster manipulation and cluster detection, it is often necessary to ionize the produced molecular clusters. The Coulomb interaction of charged clusters represents a kind of ‘handle’ for easy manipulation via electromagnetic fields as employed in mass analysis via pulsed time-of-flight mass spectrometry (see Chap. 4). Moreover it allows for easy detection, e.g. by directly measuring the neutralization current on some collision surface.

Ionization of a preexisting molecular cluster is generally connected to the introduction of excess energy into the system. The minimal energy required for ionization is given by the adiabatic ionization potential, which denotes the energy difference between the respective minima of the potential energy hypersurfaces describing the neutral and the charged molecular cluster. The corresponding transition is often connected to substantial configuration changes including rearrangements in the charge-carrying constituent as well as solvation-like rearrangements of the cluster environment induced by the interaction with the core ion. The latter intermolecular configurational changes, including ion-molecule reactions like chemionization, dimerization or proton transfer [57, see also Chap. 7], can be large. However, typical ionization methods like photoionization, field ionization or electron impact ionization are vertical. They do not follow the adiabatic pathway but proceed on a time scale fast compared to the above rearrangements. Governed by Franck-Condon factors, the connect the minimum of the neutral hypersurface to some region of highest transition probability on the cluster ion hypersurface. Therefore the vertical ionization potential is generally larger than the adiabatic one, with the energy difference being introduced into the cluster. In the same way, the difference between adiabatic and vertical electron affinity also leads to excited cluster anions.

All surplus energy eventually relaxes into inter- and intramolecular vibration of the cluster, which represents a heat bath for short time energy storage. Often small clusters do not have sufficient degrees of freedom to accommodate the introduced energy and are thus substantially fragmented or even disintegrated immediately after the ionization event (prompt dissociative ionization). A well known example is the Ar system [58, 59] where, due to the large dimerization energy of $Ar_2$, the Ar trimer is completely destroyed upon ionization.

Larger clusters are heated up by the introduced energy and stabilize evaporatively
by monomer emission, the rate of which is governed by Eq. (2.16) in the same way as the hot clusters produced by the accumulation process during adiabatic expansion. In general, energy equilibration proceeds rapidly, so that most of the excitation energy is converted into ejected monomers on a time scale of 1 μs. However, in the case of forbidden electronic transitions, potential barriers, delayed internal ion-molecule reactions governed by rearrangements and slow intermolecular energy transfer, this energy transfer can take place on a longer time scale. This so-called metastable decay has been observed e.g. for nitrogen cluster ions where intramolecular vibration quanta are released into the cluster over an experimental time window of 100 μs. As each quantum is larger than the binding energy of a single N₂, this transfer of a localized excitation leads to the fast ejection of a corresponding amount of monomers [60]. As pointed out in the introduction (Fig. 1.2), the slow energy transfer can be rationalized by the difference in time scale of the fast internal vibration of the strongly bound N₂ molecule and the slow intermolecular vibration.

Fragmentation processes obviously are of central importance and are ubiquitous in cluster ionization processes. They impede quantitative investigations as a function of cluster size, e.g., collisional interaction of electrons and ions with clusters [61] or photoionization cross sections, as the fragmentation process mixes the different channels. Fragmentation can be minimized by using photons close to the ionization threshold or low energy electrons and by using large, initially cold clusters with many internal degrees of freedom. Although fragmentation can never be totally avoided in the ionization of preexisting clusters, it presents no fundamental limitation for the experiments conducted in the present work, as they focus on large clusters and cluster properties that only gradually change with cluster size.

A further property of molecular cluster ions, intimately connected to the evaporation process of excited molecular clusters and cluster ions, is the formation of magic numbers in the mass spectra of cluster ion distributions (see Fig. 3.1). Magic numbers, basically intensity irregularities in the mass spectra, indicate that clusters of respective sizes are more stable than those of neighboring sizes. The origin of these magic numbers used to be under discussion; i.e., whether to interpret them as being due to special structure and stability of the neutral clusters or to attribute them to properties of the cluster ion [62]. In the case of Van der Waals clusters, the evaporative stabilization after the ionization process dominates the abundance anomalies [63, 64], so that the latter model is applicable.

The presence of magic numbers can be explained in terms of shell closures. The pronounced peaks in mass spectra of Na₂ clusters [68] have been attributed to closed electronic shells containing 8, 20, 40, 58 or 92 electrons as predicted by the Jellium model. Being bosons, the Na ion cores do not show a shell structure of their own. In the case of Van der Waals clusters, often optimized packing of the constituents can explain the magic numbers in terms of configurations that maximize the number of bonds or minimize the cluster surface. The crystal structure of the bulk is energetically favorable only for large aggregates of several thousand molecules [69, 70]. Icosahedral structures having fivefold symmetries that are forbidden in translationally invariant macroscopic crystals, are preferred for smaller structures. In the process of growing, more and more entities are added to the icosahedral, leading to
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**Figure 3.1:** Cluster fragment mass spectra of water clusters. The core ions are H₂O⁺ and OH⁻ solvated by water molecules. The spectra have been obtained using the method of cluster fragment mass spectrometry developed in the present work. Neutral water clusters (N = 2 · 10⁴, ν = 7·10⁴ m/s) impact on a SiO₂ surface held at 690 K. Cluster fragmentation reveals the charges that are present in neutral water clusters due to autoprotolysis. Clearly, the cation spectrum contains magic numbers at 21, 28 and 30 monomers, as is also found upon electron impact ionization of neutral water clusters. In the anion spectrum (H₂O)₇⁺OH⁻ has special stability.
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<table>
<thead>
<tr>
<th>Mass / units of H₂O mass</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>45</th>
<th>50</th>
<th>55</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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**Water Mass Spectrum**

---

*Magic Numbers*

---

**40**
to a fraction of $1.8 \cdot 10^{-9}$ protonated water molecules. For a mean cluster size of $N = 1000$ a fraction of about $2 \cdot 10^{-6}$ clusters should contain a charge pair in first approximation which can be made visible by cluster fragmentation. The emerging positive cluster fragments feature magic numbers at 21, 28 and 30. The same values have been observed in standard electron impact mass spectra of water clusters (see Fig. 3.2), where the protonated species $(H_2O)_nH^+$ are formed following a fast intracluster ion-molecule reaction [65]. The stable structures $(H_2O)_nH^+$ and $(H_2O)_{2n}H^+$ are compatible with ion-clathrate (ion-centered cage) configurations, which are special shell structures around a given ionic core. Especially in the case of the smaller structure, the high stability can be explained by a strong Coulombic interaction between the encapsulated $H_2O$ ion and the surrounding 20 water molecules, which form a deformed pentagonal dodecahedral cage [65]. Previous measurements of the time evolution of these magic numbers show that these structures evolve surprisingly late, namely between 4 and 40 $\mu$s after electron impact ionization [64]. Although the perturbed clusters immediately start to stabilize themselves by monomer evaporation no magic numbers are formed at early times since in the hot structureless clusters the evaporation rate is not cluster-size dependent. Only upon further cooling, the cluster ion will freeze into more ordered structures and the evaporation rate of clusters with a closed-shell structure will drop appreciably below that of neighboring cluster ions, thus forming magic numbers. A time scale of $10^{-5}$ s is consistent with Monte Carlo studies [70]. In this way, the temperature of the observed cluster ions can be estimated from the presence or absence of magic numbers. Interestingly, the cationic magic numbers seem to have some flexibility with regard to the nature of the core ion, as the same structure has been found for mixed ammonia/water molecules, where the Cage of water molecules includes an $NH_3^+$ ion [65].

The mass spectra of water anions exhibit different magic numbers, the most prominent being $(H_2O)_{17}OH^-$, and thus different cluster ion structures for negative core ions (see Fig. 3.1). This difference can be understood, as the water molecule is not symmetric with regards to charge conjugation. The stable structure at $(H_2O)_{17}OH^-$ has also been observed in dissociative electron attachment to water clusters with electron energies between 5 and 15 eV [67], although a fundamental different ionization mechanism is at work (see Fig. 3.2): The energetic position of the negative ion states leading to the formation of oxyhydrogenated cluster ions, as observed in the electron energy dependences of the cross section, are similar to results obtained from dissociative attachment to bare water molecules [71]. The variance, that in the latter mainly $H^-$ is produced compared to the predominate production of $(H_2O)_{17}OH^-$, can be explained via a fast internal ion-molecule reaction in which the intermediate $(H_2O)_9H^-$ decays rapidly into the observed $(H_2O)_{17}OH^-$ [72].

Especially in connection with time-of-flight mass analysis (Chap. 4), which is sensitive only to the charge-to-mass ratio, multiply charged cluster ions become a concern. The appearance potential for multiply charged cluster ions is strongly red-shifted with respect to the multiply charged monomer ion and is found to be equal to the respective multiple of the value for the singly charged constituent. Together with their large abundance this confirms that in a multiply charged cluster several singly charged constituents which are the result of sequential, locally separated single ionization processes, are embedded. In the case of electron impact ionization, charges are produced by two subsequent single ionization events of one incoming electron at two different constituents within the cluster (the probability of two incoming electrons hitting the same cluster is generally low). In photoionization, subsequent ionizations can be induced by the primary photoelectron [73].

A molecular cluster containing two equal but separate charges is subjected to forces resulting from the attractive interaction between each charge and its environment (dominated by ion dipole or ion-induced dipole forces) and the repulsive interaction between the equal charges within the cluster. Both contributions depend on the specific properties of the cluster. A critical size can be defined via the transition from unstable to at least metastable clusters as a function of cluster size. Since experiments normally probe only certain time windows, full thermodynamic stability is not required to observe multiply charged cluster ions. The electrostatic energy of two elementary point charges in vacuum amounts to 1.44 eV at a distance of one nanometer. Therefore, only strongly bound systems like metal and semiconductor clusters can be metastable down to the doubly-charged dimer. For the weakly bound Van der Waals or hydrogen bonded clusters, the critical size is much larger, on the order of several ten molecules. The observed critical sizes can be understood by employing a simple liquid drop model [6, 74] incorporating the surface energy of the cluster and the Coulomb repulsion of like charges. It has been demonstrated [75, 76] that the measured appearance sizes of multiply charged clusters follow the semi-empirical scaling law

$$n_c \propto T_e \cdot \nu^{1/3}$$

(3.1)
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where \( n_c \) represents the critical size of a cluster having \( z \) charges, \( v \) the molecular volume and \( T_p \) the critical temperature. The observation of common appearance sizes for \([\text{N}_2]_{24}\) and \([\text{N}_2]_{25}\) [77] indicates that the stability of multiply charged clusters \([\text{N}_2]_{24}^+\) and \([\text{N}_2]_{25}^+\) has been experimentally verified and were found to be \( n_c : n_c : n_c \approx 2 : 4 \). For triply charged \( \text{CO}_2 \) clusters, a particularly asymmetric Coulomb explosion has been experimentally observed [76].

A significant deviation of the predicted critical sizes from the experimentally measured values is observed for molecules with large dipole moments. It can be explained by using a dielectric shielding factor for these clusters, which neglects the contribution of the molecular dipole moment. This hints at the fact that, presumably due to the dominant role of the cluster surface as well as the presence of other factors, the alignment of the solvent molecules around the ions is hindered [76] and charge, shielding remains imperfect at least in smaller clusters with \( N \leq 100 \).

Experiments determined that the total external dipole moment of larger neutral aggregates via the molecular beam electric deflection method in quadrupole fields [78], found that although small clusters of polar molecules, such as the \( \text{H}_2\text{O} \) dimer [79], the \( \text{SO}_2\text{H}_2\text{O} \) dimer [80], or the trimer of acetic acid clusters [81] display dipole moments, larger clusters are almost non-polar [80], for example \( \text{H}_2\text{O}_n \) with dipole moments, the dipole moments in large clusters do not behave as electrets reflect their \( n \) from 3 to 17 [79]. That molecular clusters do not behave as electrets reflects their tendency to minimize total energy under the boundary condition of finite size. Concerning the dipole moment, the large amount of accessible configurations seem to provide sufficient phase space to realize conformations of vanishing dipole moment in an electric field. Upon introducing a charge carrier into such a neutral system, the dipole moments start shielding the charge by forming highly ordered micellar structures. In these ordered structures, the dipoles are aligned in comparable directions thus increasing the interaction energy via the repulsion of dipole tails. Whereas this interaction is carried away in the bulk by consecutive dipole shells, this is not the case in the finite system. Therefore, the fully solvated dipole structure does not necessarily represent the energetically lowest configuration. A tradeoff between solvation and dipole interaction energy determines the quality of shielding in polar clusters.

3.1 Electron Impact Ionization

A large number of methods exist to produce beams of cluster ions (for an overview see [40]): e.g., corona discharges in the expansion chamber, single and multiphoton ionization, Penning ionization, charge exchange ionization, sputtering or electrospray ionization, Penning ionization, charge exchange ionization, sputtering or electrospray ionization. The method of choice largely depends on the special properties of the chosen system. The resonant two-photon ionization at 193 nm of ammonia clusters allows for the creation of cluster ions with very limited fragmentation [82]. However, a long lived state peculiar to \( \text{NH}_3 \) seems to be involved. Electron impact ionization is a commonly used method of ionizing molecular clusters as it is almost generally applicable and easy to use. In the present work, cluster ions are created by passing the collimated, fully expanded cluster pulse through an axial electron impact ionizer. Depending on the energy of the impacting electrons predominantly cationic or anionic clusters are formed via ejection of a secondary electron or electron attachment, respectively.

The ionization process of a molecular Van der Waals cluster is not a collective phenomenon, but can be described to a large extent in terms of an electron interacting with individual molecules of the cluster. Thus, the electron impact ionization of molecular clusters can rely on a wealth of data accumulated from electron molecule interaction. The latter interaction is commonly described in terms of a cross section, based on a simplified picture of collisions between hard spheres of given diameter. For electrons with energies well above the appearance potential of the respective molecular ion but below 100 eV, the effective area which a molecule exposes to an incoming electron is typically \( 10^{-15} \text{ cm}^2 \). This total collision cross section includes all kinds of different interactions: from mere inelastic scattering, which does not impart energy to the internal degrees of freedom of the molecule, via rotational or vibrational excitation to ionization and dissociation. Typical total cross sections for ionization in this energy range lie around \( 10^{-16} \text{ cm}^2 \), roughly one order of magnitude below the total cross section. The number of ions created by a uniform electron beam of density \( n_e \) interacting with a thermal gas of density \( n \) is given by \( N_{\text{ions}} = n_{e} n \sigma \), where \( \sigma \) is a constant for a given thermal velocity distribution. Often the electron beam is replaced by an electron bath with a mean velocity and density inside an ionization cage through which the gas passes. In this case \( \sigma \) depends also on geometrical factors, as well as on the velocity with which the gas passes through the ionizer.

In a gas containing molecular clusters, the process of ionization can be separated into two distinct steps: first, the incoming particle has to collide with the cluster, upon which the electron interacts with the cluster constituents. Given the high particle density inside the cluster, which is comparable with the values for the respective liquids or solids, the electron frequently interacts. The typical length-scale inside the cluster, calculated from the molecular volume or the Van der Waals binding distance, is \( 4 \AA \). This amounts to a geometrical cross section which is on the same order of magnitude as the typical total electron interaction cross section. Thus, the electron inside the cluster is sent on a zig-zag route through the cluster. Whereas an unscattered particle travels a mean distance of \( 4/3 R \) through a sphere of radius \( R \), this distance is considerably enlarged by the ‘random walk’ of the electron through the cluster. With the cross section of ionization being only a factor of 10 below the total cross section, the probability of ionizing one constituent rapidly approaches unity even for moderate cluster sizes, once the cluster has been hit by the electron. This also rationalizes the aforementioned high probability of multiply ionizing a cluster in sequential steps if the electron is endowed with sufficient energy. Since the probability of ionization approaches unity once the electron is inside a sufficiently large cluster, the above outlined two-step ionization process can be approximated by the collision probability of an incoming electron with the cluster alone, thus neglecting all intrACLuster processes. The respective cross section is given by the geometrical
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can be found in [83].

By moving through the cluster, the impinging electron looses kinetic energy. This energy transfer is related to a manifold of different mechanisms (such as inelastic scattering via vibrational excitation) and eventually leads to the evaporation of cluster constituents. Recent experiments [84] have found a good correlation between microscopic processes and a description in terms of macroscopic stopping power, as it is used in models dealing with electronic sputtering of solid material [85]. The high yield of evaporated monomers - one or even two magnitudes larger when compared to electron sputtering of solid surfaces - observed during cluster ionization, is dissipated by monomer evaporation. The pure absence of energy dissipation by heat conduction does not necessarily amount to a higher cluster temperature when compared to bulk volumes exposed to the same energy quantum, since evaporative cooling is also an efficient energy drain, that can be even faster than heat conduction [70, and Eq. (2.16)]. As will be shown in Sec. 3.3, the stopping power can even lead to the capture of the impinging electron or of an electron released by a previous ion ionization process. Either a cluster anion or a neutral cluster incorporating an ion pair is created. Depending on the mobility of charge carriers inside the cluster, such pairs can be made visible by charge separation using the method of collision-induced cluster fragmentation outlined in Chap. 1.

3.2 Gas Pulse Characterization

While greatly decreasing the vacuum pump requirements for cluster beams, the pulsed nozzle technique introduces a complex mechanical device into the system, that needs to be empirically optimized (e.g. sealing pressure of the plunger in the present experiments). Furthermore, it needs real-time monitoring to detect gradual changes in its performance, since they can have profound influence on the highly non-linear process of cluster formation. Moreover, the cluster beam is no longer uniform in time and therefore requires a precise choreography of the experimental procedure. Non-uniformities within the cluster pulses (see Fig. 3.3) introduce a dependence of the measurements on the particular pulse segment used. Therefore real-time characterization of the individual gas pulses is necessary.

To perform measurements of pulse shape and beam velocity (see Fig. 3.4), a Fast Ionization Gauge (FIG) has been employed. It is essentially a Bayard-Alpert type pressure gauge, that has been optimized to achieve time resolutions on a µs time scale. Electrons emitted from a filament (emission: 5 µA-3 mA) at approximately ground potential are accelerated towards a cylindrical ion cage (d=6 mm, l=24.4 mm) in which they impact-ionize the gas constituents. Due to the small ionization efficiency and the dependence of the ion yield on the velocity of the particles, the FIG is a density detector. Even though it is possible to calibrate the FIG against a

---

Figure 3.3: Electron impact ionization of oxygen clusters. The two mass spectra reflect the ion compositions of oxygen clusters, as measured with the time-of-flight method, after pulsed ionization (50 eV electrons, 80 µs pulse width) of an unseeded O₂ cluster beam (pulse width 600 µs) emerging from a 0.3 mm nozzle (stagnation pressure 20 bar). The spectra are taken at different positions within the beam (see inset). The amount of dissociative ionization leading to O₂⁺ (progression of smaller peaks interlacing the main series) is considerably larger at the beginning of the pulse (left panel) than when compared to the pulse center (right panel), where larger clusters are to be expected (see Fig. 2.7). This can be rationalized in terms of a cageing effect of larger clusters, that either prevent dissociation itself or prevent the dissociated atom from escaping the cluster. Simple mass spectrometry can not discern between these two possibilities as they give ions with the same mass. However, cluster fragmentation of the respective cluster ions would disclose the core ions and thus allow for the exploration of such intracation processes. The mass peak marked by an asterisk in the left panel, represents a magic number for a cluster size of 26. As it affects neighboring peaks with a lower mass, it represents a stability of the cluster ion that emerges after evaporative stabilization [50]. A similar stability is also observed for mixed N₂/O₂ clusters.
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![Diagram of the Fast Ionization Gauge and beam velocity determination](image)

Figure 3.4: Control of pulse shape and determination of the beam velocity. The Fast Ionization Gauge (see inset) allows for the direct monitoring of the density profile of the cluster pulse in the light of total ion yield. By measuring the profile at two different distances from the nozzle (Δx=885nm), the beam velocity can be determined from the time delay. For the present mixture of SF6/He with XSF6=0.967 a velocity of 1446 m/s was experimentally determined; this corresponds well with the theoretical value of 1454 m/s. The right panel depicts the dependence of beam velocity on reservoir temperature. The measured velocities of an SF6/He gas mixture conforms well with the theoretical prediction of Eq. (2.12). The main source of error is the measurement of the nozzle temperature. For a discussion of a more detailed beam velocity determination see [14].

pressure gauge using the background pressure, particle densities within condensed molecular beams can not be directly determined: Firstly, because the beam does not extend over the full ionization volume, this would introduce a correction factor, secondly, because the ionization cross section varies with cluster size and thus connects the total ion yield to the cluster size distribution, and finally because heavy cluster ions are only partly detected, with ions that have kinetic energies larger than the ion gate retention energy of 160 eV completely escaping detection (see dip in the pulse profile in Fig. 3.3). Although the FIG measures pulse shape in the ‘light’ of the pulse profile in Fig. 3.3). Although the FIG measures pulse shape in the ‘light’ of its ionization and detection mechanism, it readily provides important timing information and allows for the monitoring of pulse shape stability. The beam velocity can be determined by measuring the arrival time (center of FWHM) at two different positions along the beam axis (see Fig. 3.4). In the present work, the distance between the two detector positions has typically been 885 mm. Due to the good correlation of measured and theoretically predicted (Chap. 2.1.2) velocities, beam velocity has often been calculated directly from the composition of the expanded gas mixture.

3.3 Cluster Size Determination

Methods to determine cluster size or cluster size distributions are a key issue for cluster experiments. Size measurements of neutral clusters have been performed based on high energy electron diffraction via the broadening of diffraction peaks with a decreasing number of unit cells in the cluster, and thus, with decreasing cluster size [86]. However, a strong dependence on temperature and crystalline structure prevents a general application. Scattering methods are also useful for the size measurements of small neutral clusters [38]. The cluster beam is crossed at right angle by a He beam. Elastically scattered clusters appear according to their different centers of mass at different laboratory scattering angles and at different final velocities. For very large clusters, with diameters larger than 1000 Å which corresponds to clusters of more than 10 million monomers, the method of Rayleigh scattering of laser light has been employed [87].

The cluster size distributions in the present experiments are measured using the retarding field method introduced by Hagen (46, 88, 89). It makes use of the narrow velocity distributions obtained after adiabatic expansion within a molecular beam (see Chap. 2.1). Since all center molecules leaving the nozzle reach approximately the same velocity, the kinetic energy per monomer is equal for each molecular species and the ratio of the kinetic energies for different species is given by their mass ratio. During cluster formation, gas particles assemble into larger entities in which they pool their kinetic energy. Thus, a straightforward relationship exists between cluster size N and the kinetic energy of the cluster which is, in the case of neat clusters, just N times the kinetic energy of the monomer. After suitably ionizing the cluster pulse, its kinetic energy distribution and consequently the size distribution of the created cluster ions can be determined: e.g., by investigating their ability to surmount a potential step of variable height. Of course, changes in mass induced by the ionization process (cluster fragmentation) must be kept in mind.

The setup used is given in Fig. 3.5. By passing the fully expanded, skimmed cluster beam through an electron-impact axial beam ionizer (Extranuclear 041-1), predominantly cluster cations or anions can be created depending on the electron impact energy. Typical values for the SO2 are 7 eV in the case of anions and 30 eV to produce cations. Electron energies within this region limit fragmentation effects [90] and exclude formation of multiply charged cluster ions via sequential ionization processes. The cluster ions continue towards a Faraday cup (Kimball Physics) connected to an high impedance differential amplifier (Tektronix ADA400A/TDS420A, one input grounded). The measured signal is the voltage increase due to the charging of the Faraday cup capacity Cp related to the total amount of cluster ions Q collected during each gas pulse according to ΔU kep = Q/Cp (see Fig. 3.6). Between pulses the signal decays exponentially similarly to the time dependent background pressure (see Chap. 2.3). The time constant τ of the decay allows for the measuring of the capacity of the setup via τ = RCp where R stands for the input impedance of the amplifier. Consequently, the amount of collected charges can be determined self-consistently out of the measurement. Cp lies in the range of 100 pF and is largely due to the capacity of the BNC line connecting the cup to the amplifier.
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![Figure 3.5: Retarding field setup. The fully expanded, skinned cluster beam is passed through an axial ionizer (electrodes 1-7). Before being collected in a Faraday cup the ions encounter a potential step realized by a system of three grids. Whereas the outer two are grounded (8, 10), the central grid (9) is set to a variable potential. Due to their higher kinetic energy, only cluster ions larger than a minimum size can surmount the potential barrier. By varying barrier height the cluster size distribution can be determined. The transmitted cluster ions are detected using a differential amplifier in high impedance mode (Tektronix ADA400A / TDS420A, input $\approx 11$) via the charging of the Faraday cup capacitance.](image)

The potential barrier is realized by a system of three grids. The outer two are both grounded and determine the spatial extension of the decelerating and accelerating region before and behind the central grid. They consist of knitted tungsten meshes (Kimball Physics) with $\approx 15$ lines/inch that have been spot-welded to a stainless steel rim. The central grid is made from a 70 lines/inch copper mesh (Buckbee EPO TEK H35 175 MPLV). The different heat expansion coefficients of copper and Invar help to tighten the mesh after curing the epoxy at elevated temperatures [91]. The potential of the central grid $U_R$ can be varied using a high voltage supply (Stanford Research Systems PS350 0-5 kV, floated at $\pm 250$ V) between $-240$ V and 4.76 kV in the case of cluster cations. The high voltage supply as well as the signal acquisition are controlled by a PC-based Labview program (National Instruments) that obtains retarding field curves as given in Fig. 3.6. With increasing $U_R$ the decreasing amount of cluster ions is able to surmount the barrier due to their size-related kinetic energy, until finally the largest clusters are also reflected by the central grid. The signal height at a given $U_R$ corresponds to the integral amount of cluster ions that are larger than the minimum required size to reach the detector, given by $N_{min} = U_R/E_{kp}$ where $E_{kp}$ stands for the kinetic energy per particle as determined by the beam velocity. By taking the derivative of this curve, the energy distribution of the cluster ions is obtained. This energy distribution can be transformed into a size distribution via $E_{kp}$. As detailed in Fig. 3.6, this method can also be employed to determine local size distributions for the cluster ions at different positions within the gas pulse.

3.3. Cluster Size Determination

![Figure 3.6: Size distribution of NH$_3$ cluster ions ($X_N$=3 in He, stagnation pressure $p_{st} = 5.1$ bar, nozzle: d=0.5 mm, electron impact energy 30 eV) measured with the retarding field technique. The left panel displays the signal due to the charging of the Faraday cup for several retarding voltages (0 V, 300 V, 600 V, 1000 V, 1700 V, 2500 V and 4000 V). The rise time of the signal is related to the pulse width of the cluster beam ($\approx 500$ µs). Due to the high impedance of the voltage amplifier, the plateau value of each curve corresponds to the number of cluster ions, that have been able to surmount the potential barrier in front of the Faraday cup. The exponential decay of the signal at longer times (not shown) allows to calculate the number of cluster ions from the plateau voltage self-consistently. Taking the derivative of the signal curves in the left panel reproduces the cluster pulse in the 'light' of cluster ions being larger than the threshold size (center panel). These curves allow to determine cluster size distributions as function of pulse position: the narrowing pulse width for larger cluster sizes reveals, that they tend to reside towards the pulse center. This effect, however, is much less pronounced for the seeded beam expansions compared to the unseeded ones (see Fig. 2.7). If local cluster size distributions are in the focus of investigation, the ion current curves of the center panel can be determined directly by using a current amplifier (Stanford Research Systems SR570), thus avoiding to take a derivative. The right panel displays the measured cluster size distributions. The x-axis has been rescaled from retarding voltage to cluster size using the kinetic energy per particle as determined from the beam velocity measurement ($v=1664$ m/s, $E_{kp}=0.244$ eV). The full circles represent the decay of the measured plateau voltage. The value for which this curve reaches its half value determines the mean cluster size. Taking the derivative of this curve results in the size distribution of the cluster ions for the whole pulse (shaded curve). For two different positions in the pulse (marked by dashed lines in the center panel) local retarding field curves are displayed (center position: open squares, pulse front: open circles) which emphasize the comparatively high homogeneity of the seeded cluster pulses.](image)
Several empirical models can be used to approximately describe the measured cluster ion size distributions $h(N)$, e.g., \cite{82, 83}:

\[
h(N) = \alpha^2 N \exp(-\alpha N) \\
h(N) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{(\ln N - \mu)^2}{2\sigma^2}\right),
\]

as well as simple Gaussian distributions (see Fig. 3.7). The log-normal distribution of Eq. (3.3) is suited to describe heavily condensed beams \cite{83}, since the model which it is based on takes cluster coagulation during the growth process into account. The success of the different empirical distribution functions in describing details of the measured curves varies with the system under consideration. Nevertheless, they are advantageous since they approximate the complicated distributions obtained, e.g., by taking the derivative of the retarding field curve or by time-of-flight measurements (see Fig. 2.7). They allow an easy comparison between different expansion conditions or experiments using the respective model parameters. In this spirit, it is often convenient to characterize a cluster ion distribution by its mean value $\bar{N}$ alone, which coincides with the cluster size for which the retarding field curve reaches its half value (arrows in Fig. 3.8). The mean cluster size $\bar{N}$ is the preferred parameter within which to characterize cluster size distributions in the work presented here, in which only the order of magnitude of the cluster size is important.

Mean cluster size also represents a scaling parameter for the retarding field curves \cite{83}. They tend to coincide if the normalized curves are plotted as function of $N/\bar{N}$ (see Fig. 3.7). This emphasizes that it is possible to describe the size distributions by a single parameter, namely the mean cluster size $\bar{N}$, and that other properties, e.g., the width of the distribution, are a function of this parameter. Indeed, it is an established rule of thumb that the width of the distribution is on the order of $\bar{N}$.

In Fig. 3.8 some mean cluster sizes are given for the size distribution of SO$_2$ cluster ions produced by electron impact ionization for different stagnation pressures. The figure illustrates the experimental procedure for the empirical adjustment of $\bar{N}$ to the desired value by varying the expansion conditions. As pointed out before, no direct correlation exists between the measured size distribution of the cluster ions and the properties of the neutral clusters since the transfer function that takes into account, e.g., ionization induced fragmentation, is generally not known. However, they can at least be used as a measure to characterize the neutral cluster size distribution and to monitor changes in the neutral cluster size distribution via the charged counterpart. However, this implies that a measured $\bar{N}$ must always be accompanied by information about the ionization mechanism to allow conclusions to be made on the charged counterpart size distribution. All values for the mean cluster sizes given in the following work are measured using the retarding field method. They have to be understood as a measure for the neutral cluster distribution in the light of electron impact ionization with typically 30 eV impact energy.

This important caveat is further illustrated in the right panel of Fig. 3.8 giving the retarding field curve for NH$_3$ cluster ions and SO$_2$ cluster ions. Compared to the NH$_3$ curve, the SO$_2$ curve seems to be shifted towards negative total charge yields, eventually falling below zero and reaching a negative asymptote. This shift can be explained in terms of cluster anions, for which the potential step in front of the Faraday cup represents no barrier. For electron impact ionization of SO$_2$ clusters at 30 eV impact energy, there is substantial amount of cluster anion production! At zero retarding voltage, the detector signal consists of the sum of the charges of the cluster anions and a majority of cations. With increasing retarding voltage more and more positively charged cluster ions are rejected, while the cluster anions remain unaffected. For a specific retarding voltage, the measured charge drops to zero. This implies that the Faraday cup collects equal amounts of cluster cations and anions. With increasing retarding field, finally only cluster anions are able to reach the detector. The negative asymptotic value reached for high retarding voltages corresponds to the integral charge of all cluster anions in the pulse. The anion formation induced by electron impact can be understood in terms of the previously stated stopping power of the cluster. The electron is decelerated in the cluster until low energy electron attachment becomes possible. The energy absorbed by the cluster is dissipated in the form of monomer evaporation. With typical binding energies of 0.3 eV per particle an electron energy of 30 eV corresponds to the evaporation of a hundred molecules, which is quite feasible for large clusters. The observation that ammonia clusters do not form comparable amounts of cluster anions can be rationalized in terms of the lack of a molecular electron affinity of NH$_3$. The bulk electron affinity, which is related to intermolecular dipole cages, seems to be too weak to stabilize an impacting electron, especially in a cluster heated by the interaction with the electron. Although the mechanism is the same for SO$_2$ and NH$_3$, it can not be observed in the latter case since the thermalized electron detachment clusters may loose up to 100 monomers at 30 eV electron energy, there are much deeper conse-
Figure 3.8: Mean cluster size and electron capture: The left panel illustrates the straightforward way to change mean cluster size by varying the stagnation pressure exemplified for a seeded SO\textsubscript{2} cluster beam (X\textsubscript{SO\textsubscript{2}}=0.11 in He, nozzle: d=0.5 mm). The data points reflect the mean sizes of the cluster cations that emerge after electron impact ionization with 30 eV electrons as measured with the retarding field method. Although these mean sizes do not reflect the neutral distribution, they can be taken as measure for the evolution of the mean size of the neutral clusters with stagnation pressure. The right panel shows retarding field curves for a NH\textsubscript{3} cluster beam (X\textsubscript{NH\textsubscript{3}}=0.0513 in He, stagnation pressure p\textsubscript{st}=5.1 bar, nozzle: d=0.5 mm, electron impact energy 30 eV) and a SO\textsubscript{2} cluster beam (X\textsubscript{SO\textsubscript{2}}=0.11 in He, stagnation pressure 9.3 bar, nozzle=0.5 mm, electron impact energy 30 eV); the observed shift of the latter curve towards negative total charge yields can be explained in terms of cluster anion formation which is supported by the molecular electron affinity of SO\textsubscript{2}. This effect implies abundant formation of large neutral SO\textsubscript{2} clusters incorporating charge pairs formed by ionization of a cluster constituent followed by electron capture in some different cluster region. They provide interesting objects for investigation via the method of cluster fragment mass spectroscopy developed in this work. Moreover, the observed SO\textsubscript{2} cluster anion formation implies a strong discrimination of large cluster cations in the respective cluster size distribution: upon impact ionization large clusters tend to recapture the electron, thus remaining undetected as long as cluster cations are concerned.
Chapter 4

Time-of-Flight Mass Spectrometry of Molecular Cluster Ions

The following chapter introduces time-of-flight (TOF) mass spectrometry as the fundamental method of detection and analysis employed throughout the experiments presented in this work. It allows for the determination of the charge-to-mass ratio of the primary cluster ions as well as of the charged products set free mass ratio of the primary cluster ions as well as of the charged products set free mass ratio of the primary cluster ions as well as of the charged products set free mass ratio of the primary cluster ions as well as of the charged products set free mass ratio of the primary cluster ions as well as of the charged products set free mass ratio of the primary cluster ions as well as of the charged products

heavier particles more time t to cover a certain distance than lighter ones. Due to their different velocity two particles of neighboring masses separate spatially during their way to the detector. Their mutual distance \( \Delta x = (1 - \sqrt{m_1/m_2}) \cdot L \) increases with the traveled length L and is converted at the detector into a time difference \( \Delta t = \Delta x/v \), where \( v \) represents the velocity of the heavier particle. Whereas \( \Delta t \) is via \( v \) dependent on the value of the supplied kinetic energy, the spatial separation is not. Two equi-energetic particles realize the same separation during a given distance independent of the value of \( E_{kin} \). The same is true for two ions of different mass subjected to constant acceleration in an external electric field:

In this case, the spatial separation is given by \( \Delta x = (1 - m_1/m_2) \cdot L \). Due to the linear dependence on \( m_1/m_2 \), the realized separations under acceleration are larger than for ballistic movement. All this implies that TOF mass spectrometers should generally be long, that the amount of supplied kinetic energy plays a minor role and that accelerated movement should be preferred. However, as will be shown in the following, realistic experimental conditions lead to a different TOF geometry.

The standard procedure to create particles with almost equal kinetic energy is to ionize them and place the created ions close to an equipotential plane of an electric field. The start of the race is determined either by creating ions only at given instances in time (e.g. by laser ionization) directly within a static electric field (pulsed ionization), or by switching the electric field (pulsed extraction). The electric force accelerates the ions and thereby fully converts potential energy into kinetic energy. However, due to such factors as the finite width of the laser focus as well as a ubiquitous thermal velocity distribution, sometimes influenced by additional energy sources like Coulomb explosion of multiply charged ions, the produced ensemble of ions always exhibits a space and velocity distribution around some mean value, that counteracts the spatial separation of the ion bunches with different mass and deteriorates the achievable mass resolution. Their influence will be discussed using a kind of prototype TOF setup.

A single acceleration stage (see Fig. 4.1) already represents a TOF mass spectrometer, which in this case is called a duopole. Since it supplies the kinetic energy necessary for mass separation, it is also an indispensable part of every TOF setup. The equation for the arrival time at the detector, also called the dispersion relation of the system, is given by

\[
t = \sqrt{\frac{2m}{q}} \left( \sqrt{\frac{m v_0^2}{2q} + \frac{m E_1}{2q} - v_0 \frac{m}{2q}} \right),
\]

where \( E_1 \) stands for the applied electric field, \( \gamma \) for the position in the acceleration stage as measured from the attractive electrode (see Fig. 4.2), \( q \) for the particle charge and \( v_0 \) for the signed initial ion velocity. The latter is often conveniently replaced by an equivalent voltage \( U_0 \) defined via \( q U_0 = \frac{1}{2} m v_0^2 \). The ideal mass resolution of the duopole, which neglects initial velocity and space distribution, is limited only by the experimental time resolution \( \Delta t_{det} \) of the detection unit. For a duopole with an effective flight length \( L = 1 \, \text{m} \), an electric field of 1 kV/m and \( \Delta t_{det} \) of 50 ns, masses up to \( m_{max} = 2000 \, \text{u} \) can in principle be resolved. An
4. Time-of-Flight Mass Spectrometry of Molecular Cluster Ions

Figure 4.1: The plate capacitor as simple TOF mass spectrometer. The left panel depicts a schematic setup of the dipole-TOF. Ions are created at position \( x \) in front of the attracting plate capacitor arrangement which contains an electric field \( E_1 = U_1/L_1 \). The plate of the capacitor arrangement which contains an electric field \( E_1 = U_1/L_1 \) and which reflects the accelerated ions through the capacitor (center panel): laser-created NO ions. The first movement of the ions is the result of an electric field \( E_0 \). The total amount of charge \( Q \) can be measured directly from the potential drop \( \Delta U = Q/C \). The capacitance of the arrangement is determined by the charge \( Q \) and the field \( E_0 \). The capacitance \( C \) is a function of the field \( E_0 \) and the distance \( L_1 \).

The potential \( U_x = x E_1 \) at the ion origin. For a spatial ion spread of \( \Delta x \) around the ideal initial position \( x \), the maximum resolvable mass, for which peak width becomes equal to peak separation, scales with \( x/\Delta x \) and reaches \( m_{\text{max}} = 500 \) u for \( \Delta x = 1 \) mm under the above conditions. Being independent of the applied electric field, the influence of the spatial ion spread can only be reduced by long flight distances. Since at the same time the potential \( U_x \) at the ion origin has to be kept constant (energy resolution), space resolution of the dipole is limited by the experimentally available potentials. Due to the linear increase of space resolution with \( L \), but the square root dependence of energy resolution on \( U_x \) the dipole is generally limited by its energy resolution. The relative importance of energy and spatial peak broadening mechanisms, which both contribute to the final peak width, is given by

\[
\frac{\Delta m_{\text{energy}}}{\Delta m_{\text{space}}} = 2 \frac{x}{\Delta x} \sqrt{\frac{U_x}{U}}.
\]

Thus, the ideal dipole setup works at high acceleration fields and with long flight distances in order to minimize the influence of the initial velocity and space distribution. Laser ionization with its small ionization volume and molecular beam techniques with their low thermal energy spread allow for the further minimization of the influence of the peak broadening mechanisms. Since the ions are continuously accelerated in the dipole, it is well suited to the monitoring of metastable decay processes as well as to the obtaining of information about the spatial distributions of the generated ions.

The detrimental influence of the initial velocity distribution observed in a simple dipole can be decreased by adding a drift stage, in which the ions propagate ballistically. The dispersion relation of such a system is given by

\[
t = \sqrt{\frac{2m}{q}} \left( \frac{1}{E_1} \sqrt{\frac{U_0 + z E_1}{2}} - \frac{v_0}{v_2} \sqrt{\frac{m}{2q}} + \frac{L_3}{2\sqrt{z E_1 + U_0}} \right),
\]

which is the sum of Eq. (4.1) and a term describing the unaccelerated movement over the drift length \( L_3 \) in which the energy gained in the dipole and the initial kinetic energy \( U_0 \) enter additively. The acceleration stage converts an undirected thermal movement into a directed one by turning around ions moving against the field gradient. Ions with equal mass but opposite initial velocity are injected into the drift region with equal total energy but with a time delay that corresponds to the turnaround time of the ion. The maximum resolvable mass, due to the velocity distribution, is in this case proportional to \((1+L_3/(2z))\sqrt{U_0}/U_0\). The acceleration to high kinetic energies reduces the effective width of the velocity distribution; if a particle separates itself from a particle at rest due to a kinetic energy of \( q U_0 \), their separation velocity at an energy level \( U \gg U_0 \) will be reduced to a value of \( 2\sqrt{U}/U_0 \). A separation velocity of 220 m/s for a mass 100 u particle having some thermal energy will be reduced to 0.55 m/s after acceleration to 1 kV. In the dipole, on the other hand, ions have a relatively low kinetic energy during most of their flight time, so that most of the peak spread is accumulated right at the beginning of the acceleration.
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Space Focusing

The additional degree of freedom of the two-stage TOF mass spectrometer, namely the ratio of the length $x$ and $L_3$, can also be used to reduce the influence of an initial ion spread on the achievable mass resolution. By requiring the first derivative of the dispersion relation with respect to $x$ (see Eq. (4.3)) to vanish at the center of the ion distribution, it is achievable that ions in the vicinity of this point all arrive at the detector at the same time (*first order space focusing*). This is the case for $L_3 = 2 \cdot x$, for which the larger distance is compensated for by a higher starting potential. The fulfillment of the space focusing condition is critical in a two-stage setup. Whereas the spatial width of an ion packet remains constant in the duopole stage, it changes in the drift region, as the acceleration stage supplies different kinetic energies to ions starting from different positions. The ion packet contracts up to the space focus, after which its starts expanding linearly with flight time. The limiting resolution achievable in the two stage TOF MS for $L_3 \to \infty$ is simply given by $x/\Delta x$ as in this case the influence of an initial energy distribution can be neglected.

Since for the same flight length and final kinetic energy the flight time of the ions in an accelerated field is twice the time of a drift region, the length ratio for first order space focusing implies that the ions spend 50% of their total flight time in the acceleration region at low kinetic energies. This leads to strong peak broadening. By introducing a further free parameter, the ratio of drift length to acceleration length can be increased while keeping first order space focusing. By using an electric field in the second stage, the additional degree of freedom could be realized, making it a two stage duopole. However, in order to keep a separate drift region with its advantages concerning kinetic energy spread, the two stage TOF is generally extended by introducing an additional, entire duopole stage, thus making it a three-stage setup with two additional degrees of freedom, namely the length of the second acceleration stage as well as the ratio of the electric field strength with regard to the first stage (see Fig. 4.2).

The dispersion relation of the three-stage TOF, commonly called the *Wiley–McLaren TOF* [95], is given by

$$
\begin{align*}
\tau &= \frac{2m}{q} \left[ \frac{1}{E_1} \left( \sqrt{U_0 + x E_1} - \frac{m}{2q} \right) + \frac{1}{E_2} \left( \sqrt{U_0 + x E_1 + L_2 E_2} - \sqrt{U_0 + x E_1} \right) + \frac{L_3}{2 \sqrt{U_0 + x E_1 + L_2 E_2}} \right].
\end{align*}
$$

(4.4)

First order space focusing requires a vanishing space derivative $dt/dz$ of the dispersion relation at the ion origin. The obtained condition correlates the ratio of the applied electric fields with the length dimensions of the TOF stages; for a given combination of $x$, $L_2$, and $L_3$ $E_1/E_2$ a fixed ratio is required [95, 100]. In the case of pure first order space focusing, the resolution depends strongly on the extension of the ionization volume [95]. This is acceptable in the case of laser ionization, where the spatial extent of the ionization volume is small.

4.2 Large, Pulsed Extraction Volumes

For the present work a different optimization scheme which sacrifices overall resolution in favor of large extraction volumes has been used for the three-stage TOF mass spectrometer, in order to adjust it to the requirements of the spatially extended CIMS ion source: Charged cluster fragments are produced during the collision-induced fragmentation of a cluster containing a cation/anion pair. They originate from all points of the interaction area of the cluster beam with the target and are emitted into a large space angle (see Chap. 5.4.4). Therefore, a large part of the nearby TOF extraction volume is filled with ions. Since only the identity of the ions and not the details of the scattering process are of interest in the present context, such an integration over a large volume is appropriate and increases overall sensitivity.

The three-stage TOF setup is well suited for the realization of large extraction volumes; by adjusting its length dimensions, it allows for the design of a 'flat' dispersion relation (see Fig. 4.3) that allocates equal arrival times to ions starting from different positions. First order space focusing can always be maintained by choosing a corresponding ratio of the two extraction fields. The aim of the dimensional optimization is either to achieve a second order space focusing $(d^2t/d^2z = 0)$ at some point within the desired volume or to minimize the difference in arrival time for two points within the extraction volume [95, 100, 101]. As depicted in Fig. 4.3, extraction volumes with an axial length of several centimeters can be realized. The lower mass resolution of such a setup, which is mainly connected to the larger fraction of time that the ions spend in the acceleration stage due to their large dis-
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Figure 4.3: The TOF dispersion relation of large extraction volumes. By laser ionization (266nm, 4th harmonic of a Nd:Yag picosecond laser) of, e.g., hydrocarbons, the flight time of ions can be measured at given locations of the acceleration region. By moving the laser focus along the spectrometer axis (for the parameters of the used axial TOF see Chap. 4.3), the full circles in the graph give the measured times of flight for different masses. As predicted by the theory (black lines), it is possible to realize a flat dispersion relation over an extended region, which in the present case comprises more than 8 cm.

Figures 4.3 and 4.4: Homogeneity of the electric field in extended extraction regions. The panels depict a cross-section of an extraction region (circular electrodes, diameter/distance=2:1) of a TOF mass spectrometer with large separation of the first dipoole electrodes. The thin lines give the equipotential planes as numerically calculated at separations of 100 V by the Simion [102] program for typical electrode voltages V1=7444 V, V2=5000 V. The thick horizontal lines represent grounded parts of the surrounding apparatus. The center panel illustrates the major problem of large electrode separations: Due to the penetration of the surrounding ground potential into the extraction region, the gradient of the electrostatic potential becomes inhomogeneous, even falling below the value of the electrodes. The left panel gives the established solution: A series of guard electrodes, which are set to potentials corresponding to their position by means of a resistive voltage divider, restore the homogeneous electric fields even for small diameter to distance ratios. However, especially with pulsed, high potential TOF mass-spectrometers, the time constant r = RC, introduced by the combination of voltage divider resistance and electrode capacitance, limits the response. The right panel offers a new approach for the realization of homogenous potential gradients over extended regions: Field homogeneity around the TOF axis can also be restored by using "pot-shaped" electrodes. Although inhomogeneous in the border sections, the smaller potential difference between the ideal value and the realized ones, decays fast as the central region is approached. Since this setup employs only capacitive elements, no power is consumed once the electrodes are brought to their potential and no passive time constant r is introduced into the system.

The line of the TOF spectrometer to within 1% of the ideal field, the ratio of diameter to distance of the plates has to be in the order of 3, for deviations smaller than 10⁻³ the ratio has to be between 4 and 5. For plate separations in the order of 10 cm, the vacuum chamber size generally precludes such large-diameter electrodes.

The left panel of Fig. 4.4 illustrates the established solution for creating homogeneous potential gradients for large extraction volumes [104, 101, for example], namely...
Figure 4.5: The electrostatic potential in an acceleration stage formed by pot-shaped electrodes. For the setup shown, symmetry considerations require the electrostatic potential to take the mean value of the electrode potentials along the central plane normal to the TOF MS axis. This allows for the individual consideration of each electrode (e.g. shaded region). By adding a constant potential, the single electrode problem is transformed into the case of a closed cylinder with the potential at the side and the bottom surfaces being zero while its top has a given potential $V_0$. The analytical solution for the potential $V$ inside the cylinder is given by the above infinite sum [105], with $x_m$ being the m-th root of the zero-order Bessel function $J_0$. The complete description of the extraction region is obtained by superposition of the single electrode solutions for the given boundary conditions. Due to the slow convergence of the above sum, calculations have been performed by the numerical SIMION program [102].

To enclose the ion region by a number of typically equidistant guard electrodes. By setting these shielding rings to potentials that equal the ideal values at the respective position, a homogenous extraction field for diameter to distance ratios in the order of unity is achieved. Disadvantages of this setup are the somewhat complicated construction and the critical influence of the voltage divider, which supplies connection with pulsed extraction techniques, its time constant $\tau = RC$, resulting from the resistive voltage divider and the electrode capacities, can limit the achievable switching time of the extraction region. Realizing a smaller $\tau$ by reducing the divider resistance, is quickly limited by the availability of adequate high-current switches as well as the high power consumption at high potentials. Storing the necessary energy would require large supporting capacitors, since especially in cluster mass spectrometry, the extraction fields have to be maintained until the heaviest cluster of interest has left the extraction region. The latter can take in the order of ten microseconds.

Pot Electrodes

During the course of the present work, an alternative approach was developed that seems to be well suited for pulsed extraction techniques. It avoids guard rings and voltage dividers while only moderately increasing the diameter to distance ratio. A well-behaved, symmetric electrical field that approximates the ideal homogeneous potential gradient very well in the regions around the TOF axis (see Fig. 4.6) can be achieved by employing pot-shaped electrodes (right panel of Fig. 4.4). The horizontal walls of the electrodes shield the interior of the extraction region from the penetration of external electric fields. Since the potential difference between the electrodes is generally smaller than the difference between any of the electrodes and ground potential, this already decreases the field distortions. The symmetry plane in the middle of the electrodes, which carries the correct value for the potential, effectively cuts the plate separation in half and thus reduces the penetration depth of the perturbations from the horizontal electrode parts further (see Eq. (4.5)). Additionally, since the perturbation, introduced by the deviation of the constant horizontal electrode potential from the ideal potential, increases linearly for each electrode, starting from zero at the respective electrode position, the penetration depth is further reduced compared to a constant perturbation that extends over the whole electrode separation. A major advantage of this setup is, that once the electric potential of the electrodes is chosen, the resulting field is fully determined and can be described analytically (see Fig. 4.5). It is only determined by the easily controllable electrode geometry and not by more involved parameters like the resistance of voltage dividers or the position of many guard electrodes. Since only capacitive elements are involved, this setup allows for fast switching with minimal power consumption. As illustrated in Fig. 4.6, the linearity of the potential gradient along the axis of the extraction stage is influenced by the ratio of plate diameter to plate
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<table>
<thead>
<tr>
<th>Axial TOF</th>
<th>PERPENDICULAR TOF</th>
</tr>
</thead>
<tbody>
<tr>
<td>a 11 cm</td>
<td>b 3 cm</td>
</tr>
<tr>
<td>c 98.0 cm</td>
<td>d 19.4 cm</td>
</tr>
<tr>
<td>e 20.8 cm</td>
<td>f 1.0 cm</td>
</tr>
<tr>
<td>g 4.8 cm</td>
<td>h 0.5 cm</td>
</tr>
<tr>
<td>i 5.1 cm</td>
<td>detector: channeltron</td>
</tr>
<tr>
<td>detector: multi-channel plate</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.7: The dimensions of the TOF mass spectrometers employed.

With a diameter to distance ratio of 1:1, deviations from the ideal situation lie in the percent regime, while with ratios of 2:1 the ideal potential gradient is reproduced to better than a thousandth part.

4.3 Experimental Setup

Two different, interchangeable TOF mass spectrometers were employed in the experimental chamber. Both are based on a large extraction volume design and operate in the pulsed mode, which allows for the analysis of ions that have not been formed directly within the extraction volume, but which drift into the TOF mass spectrometer while the electrodes are at ground potential. The switching of the electrodes is done via two high voltage push-pull switches (Beltlche GHTS60, GHTS100) that are a high voltage pulse-pull switches 0.5 ns. They are connected to high voltage power supplies that provide voltage between either 0-6.5 kV or 0-12 kV (FUG HCN 35-6500, HCN14-12000), depending on the required energy range for the cluster ions. For the analysis of the primary cluster beam, an axial TOF has been set up (for its dimensions see Fig. 4.7), which concentrically encloses the cluster beam. This design has been chosen to allow an easy, unbiased analysis of large clusters: Cluster formation by as adiabatic expansion of seeded or unseeded gases (see Chap. 2) produces aggregates with a considerable velocity; in the 1 km/s regime. Together with the long flight time of heavy clusters in a TOF mass spectrometer, the initial velocity introduces a radial velocity component for perpendicular extraction. Cluster formation introduces a radial velocity component for perpendicular extraction, which complicates the radial movement of a certain fraction of the cluster ion distribution, have to be employed. For the axial extraction scheme employed here, the initial velocity of the clusters only influences the arrival time of the respective species at the detector. Since after adiabatic expansion all clusters have an equal initial velocity regardless of their size, the overall spectrum is shifted to earlier arrival times in first order approximation:

\[ t(x, U_0) \approx t(x, U_0 = 0) - \sqrt{\frac{2m}{q}} \sqrt{\frac{U_0}{E_1}}. \]  

Moreover, no peak broadening due to the turnaround time is to be expected, since all ions already move towards the detector. The electrodes (aluminum and stainless steel construction) for the first acceleration stage have the newly developed pot-shaped geometry, which allows for a plate separation of 11 cm. As illustrated in Fig. 4.3, the useful extraction region comprises ±8 cm. On the axis, the electrodes have a circular hole with a diameter of 0.8 cm in order to admit the molecular beam, and respectively, the created ions. The first electrode is situated 19.2 cm downstream of the nozzle and 15.6 cm after the skimmer which connects the expansion and the experimental chamber. To allow for laser ionization throughout the whole extraction region, the electrodes have been fitted with slits parallel to the TOF axis. Alternatively, the cluster beam can be ionized by an electron impact axial beam ionizer (Extranuclear Mod 41-1). The center of the ionization volume of the latter was situated 6 cm in front of the first TOF electrode. In conjunction with a pulse generator (HP 214B) ionization can be performed using electron pulses with a width down to 10 µs. As illustrated in Fig. 4.8, this setup allows, by a combination of pulsed ionization and delayed extraction, for the suppression of the content of small clusters and thus for the analysis of larger cluster ions with enhanced detector sensitivity.

The axial TOF features a hybrid detector which consists of a channeltron combined with a simple collector electrode (see inset in Fig. 4.8). This setup has been chosen with regards to the well-known problems concerning quantitative detection of large cluster ions. Conventionally, the detection of clusters as charged ions involves the use of a secondary electron multiplier at some point in the detection scheme. They combine the fast nanosecond response time, crucial for mass resolved TOF measurements, with a high sensitivity, which allows for the detection of individual ions in the low mass regime with almost unit probability. Upon the impact of the ion on the detector, the initial secondary electron can be emitted from the solid either in form of a potential secondary electron or a kinetic secondary electron [106]. In the first mechanism, the impinging ion is neutralized as it approaches the surface and the energy released is used to emit an electron from the solid. In the second, the kinetic energy of the ion is converted into electron excitation within the solid, which allows some of the excited electrons to diffuse towards the surface and to escape from the substrate. While the second mechanism is dominant under typical conditions, the first, which is not appropriate for negative ion detection, plays a role at low velocities and for multiple charged ions, since it requires the ionization energy of the impinging ion to be at least twice the work function of the solid. Generally, the yield of secondary electrons increases with ion velocity, starting from a velocity threshold for the emission of kinetic secondary electrons in the order of...
Figure 4.8: Delayed extraction and quantitative measurement of cluster ion distributions. The panels show TOF mass spectra for mixed clusters of N₂ / O₂ (nozzle diameter 0.3 mm, stagnation pressure 10 bar, nozzle temperature 270 K) recorded by the axial TOF mass spectrometer. The ions were created via the axial ionizer, which precedes the TOF setup, with an 80 μs electron pulse with 50 eV energy at a source potential of 50 eV. Before entering the extraction region, the ions have to cover a distance of 6 cm, which takes them varying amounts of time according to their mass. This explains why the upper spectrum, which was recorded 60 μs after the start of ionization, is dominated by the fast monomers. The bottom spectrum, recorded after a delay of 160 μs, at a time when monomers have already left the extraction region, shows a distribution of large clusters. This technique, basically a left TOF-TOF coupling, can be employed to specifically analyze the large clusters in a distribution TOF-TOF coupling, can be employed to specifically analyze the large clusters in a distribution

4.3. Experimental Setup

For the analysis of small cluster fragments, especially the positive and negative cluster fragments created during the surface-collision of the primary cluster beam (see Fig. 5.1), a second TOF mass spectrometer (for the dimensions see Fig. 4.7) that extracts ions perpendicular to the beam axis has been employed. The pot-shaped electrodes consist of aluminum rings, to which copper meshes (Buckeye Mears, 70 lines/ inch) have been attached using a conductive glue (see Chap. 3.3). The primary beam passes through the center of the extraction region via two slits in the electrodes and is accessible to laser ionization via a pair of perpendicular openings in the electrodes. The design also allows for the analysis of the incoming cluster beam by laser- or electron-impact ionization. The axis of the perpendicular TOF and the beam axis intersect each other 22 cm downstream from the skimmer. The perpendicular TOF was fitted with a standard multichannel plate electron multiplier for the detection of the impinging ions. Contrary to the common setup, the front face of the channel plate was grounded at the sacrifice of an additional post acceleration stage. The back side of the MCP and its collector anode were consequently at high potential (typ. 2 kV) and the ion signal was fed into a fast preamplifier (EG&G

4.5·10⁴ m/s for small metal cluster ions [107]. However, in TOF mass spectrometry, heavier particles impinge on the detector with lower velocity. This implies a decreasing secondary electron yield with increasing cluster size. On the other hand, for a given velocity, the secondary electron yield is found to be proportional to cluster size (addition law) [107, 108]. These opposite trends lead to an intermediate maximum followed by a decrease in detection efficiency for large clusters, which makes quantitative measurements of cluster ion distributions difficult. Instead of the established approach, which consists in substantial post acceleration of the cluster ions (up to 100 kV), the envelope of the size distributions of the cluster ions was determined in a straightforward but quantitative way. For the retarding field method, a combination of a collector electrode and high impedance differential amplifier has already been used to quantitatively determine amounts of charge down to a thousand elementary charges (see Chap. 3.3) via the relation \( \Delta U = C Q \), where \( C \) has been self-consistently determined from the slow recharging of the capacitance through the known resistance \( R \). As shown in Fig. 4.8, this principle can be applied to the detection of TOF mass spectra. The enclosure of the channeltron detector by the collector electrode allows for separate measurement with both detectors, performed under similar conditions. The discrepancies between the measured size distributions manifest quite clearly the decreasing detection efficiency of SEV detectors with increasing cluster size. The mass resolved channeltron spectra are ideal for providing individual mass analysis in the low mass range, however, they are completely inadequate for the determination of the overall size distribution of the cluster ions. For the latter purpose, the direct charge measurement is ideal, especially for the analysis of the primary beam with its abundant charges. This method is not based on secondary electron emission but on charge neutralization. For the latter, unity probability can be achieved by employing biased electrodes (to avoid the escape of secondary electrons) as well as multi-collision collectors (e.g., a stack of razor blades). Although it does not provide individual mass resolution, it is fast enough (see rise time of the electrode signal due to the impinging monomers) to represent the accumulated charge without distortion, which allows for the observation of quantitative size distributions by taking the time derivative of the measured curves.

Perpendicular TOF
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Ortec 9306) by capacitive coupling. This detection scheme was employed with regards to the mass spectrometry of bipolar cluster fragments. By simply changing the polarity of the voltages applied to the acceleration stages, positive as well as negative cluster ions could be detected with an unchanged detector. Since the CIMS method extracts information mainly from the well resolved small cluster fragments, the loss of detection efficiency in the high mass region connected to the lack of an post-acceleration stage is tolerable. Depending on the collision parameters, the cluster fragments are on average a factor of 10 to 100 times smaller than the precursor cluster, even starting with the bare core ion. Additionally, by employing high extraction voltages, some of the high mass sensitivity can be restored. Typical ion energies employed in the perpendicular TOF lie in the range of 3 kV - 6 kV. An upper limit is given not only by the fast switches that apply the voltage to the extractor, but also by considerations regarding field detachment of weakly bound electrons in cluster anions.

Generally, a TOF mass spectrometer measures the arrival time of ions at the detector. With the help of the respective dispersion relation, which can always be written in the form \( t = t_0 + k \sqrt{m} \) where \( t_0 \) and \( k \) are apparatus specific constants, this information in the time domain can be converted into a mass spectrum via a simple axis transformation. To preserve the quantitative information about the collected charge, that is contained in the peak area, the signal height has to be corrected according to

\[
\int_0^\infty f(t) \, dt = \int_0^\infty g(m) \, dm \Rightarrow g(m) = f(t) \frac{dt}{dm} = f(t) \frac{k}{2\sqrt{m}} = f(t) \frac{k^2}{2(t-t_0)}
\]

which has been derived via the condition that the total amount of particles detected in the time domain has to be the same as contained in the mass spectrum.

Chapter 5

The Clusterelectric Effect

In this chapter, cluster impact mass spectrometry will be applied for the investigation of the hitherto unexplained generation of positive and negative free charge carriers observed during cluster-surface collisions of water as well as sulphur dioxide clusters. This phenomenon represents a prototype process for the CIMS technique. The focus of the following investigations is on the nature of the process for charge generation: Is it a spontaneous intra-cluster process, an impact driven intra-cluster reaction or a cluster-surface charge transfer? The CIMS mass analysis of the emerging ions for the SO$_2$ system reveals that ubiquitous easy-to-ionize surface adsorbates, mostly in the form of alkali atoms, play a key role. Moreover, evidence is given that the observed phenomenon is not restricted to sulphur dioxide or water, but seems to be a general effect that pertains to the whole class of polar molecule clusters. A detailed microscopic mechanism for the charge generation process is proposed and its individual aspects are discussed.

5.1 Overview

It has been a puzzling observation that neutral molecular clusters of H$_2$O [90, 109, 110, 111] and SO$_2$ [112, 14, 113] efficiently break up into positively and negatively charged fragments upon low energy impact on essentially any solid surface. This charge separation takes place, despite the initial kinetic energy of each cluster constituent being smaller (up to 25 times) than the required ionization energy of a single cluster molecule. Therefore a direct, collision-induced ionization of individual molecules can not account for the observed charge generation.

In a series of papers [109, 110, 111], Vostrikov and co-workers investigated this phenomena by scattering water clusters of different mean sizes \( \bar{N} \) with a velocity of 1300 m/s on a variety of surfaces including metals, semiconductors and dielectrics. The generation of free charge carriers that rebound from the surface, have been observed for all of the investigated surfaces; e.g., for gold, steel, titanium nitride, graphite, duraluminium, gallium doped germanium, fiberglass laminate as well as fullerenes covered surface. This hints at an underlying mechanism that is indifferent to the electronic structure of the collision target. Nevertheless, the target material in-
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The measured currents to the target at the scattering of water clusters without an external electric field, support this reasoning. The increase of the ion yield for tangential impact of water clusters is explained by enhance charge pair generation via the breaking of adsorption bonds that have been formed during the cluster-surface contact [111]. The observation of free electrons among the negative charge carriers is attributed to Auger emission from the target due to neutralization of the positive charge [109].

A new facet to the cluster-impact induced charge separation emerged when Schröder, Christen and co-workers reported [14, 112, 113] the observation of comparable amounts of positive and negative charged cluster fragments created during the low-energy impact (≈ 0.5 eV / molecule) of sulphur dioxide clusters on gold, graphite, silicon, and sodium chloride single crystal surfaces as well as on polycrystalline quartz, sapphire, copper and molybdenum. Although the observed phenomenon largely resembled the reported behavior of water clusters, it cannot be explained by an autoprotolysis model as outlined above, since bulk SO2 does not exhibit an ionic auto-dissociation [116]. Further analysis [14] revealed that the highest charge yield was produced by the gold surface and its yield increased exponentially with surface temperature. While raising the substrate temperature from 110 K to 900 K a signal increase of ≈3 was observed [14]. The authors interpreted the temperature dependence in terms of a decreasing adsorbate coverage of the target. This is consistent with the decrease of charge yield with exposure time of the target to the beam compared the comparatively stable ion yields at high surface temperature [14]. The condition of the surface influenced the ratio of the positive and negative charge yields. While freshly prepared gold crystals induce equal amounts of positive and negative charges, it has been found that the positive ion yield decreases faster with time than the negative one. This has been connected to a changing re-neutralization probability with increasing adsorbate coverage of the surface [14]. Charge pair production has generally been observed only for fast SO2 (v=1.3 km/s) clusters as achieved by seeded expansion with helium or hydrogen carrier gas and not with slower clusters from pure SO2 or SO2/Ar mixtures, and the ion yield decreased with increasing angle of incidence [112, 14]. Both hints at an energy barrier for the production of free charges. From the fact that the ion signal did not correlate with the amount of SO2 monomers or trimers in the cluster beam, the authors concluded, in accordance with the findings of Vostrikov et al., that there is a minimum cluster size for the process to take place. The importance of large clusters for the observed charge separation is emphasized by the non-linear increase of the ion yield with the stagnation pressure [14]. The seed gases He, Ar, Kr alone did not produce detectable amounts of charges, although clusters have been detected [14]. Retarding field measurements in [14] and more detailed by Schmidtke in [113], confirmed that the ions emerging after the scattering process have kinetic energies in the range of 1 eV to 10 eV and consist of various ensembles with possibly different mass and velocity distributions. To explain their observations, the authors proposed an intra-cluster mechanism motivated by the observed equal amount of opposite charges and the robustness of the phenomena with respect to different collision surfaces. To surmount the energy barrier of ≈ 6 eV [113] for the charge transfer between SO2 molecules inside the clusters.
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cluster, an efficient energy focusing of collective kinetic energy into excitations of individual molecules is invoked; e.g., by means of the sudden compression of the cluster during surface impact leading to either direct thermal excitation by the shock wave [14] or a piezoelectrically induced charge transfer [14, 113]. The latter can result from the compression induced deformation of individual SO₂ molecules or the displacement of crystal planes in local orientational anisotropies (short range order in liquids) [113]. As the latter model relies only on the molecular dipole moment of the clustered species, it could also explain the observations for water clusters.

It does not invoke collision-induced excitations of intramolecular vibrations which are unlikely at low impact velocities (see Chap. 1).

However, the recent findings of Petterson and co-workers [90] about H₂O clusters (N up to 3700, v=1.3 km/s, angle of incidence 70 degrees), convincingly rule out a charge generation mechanism in the water system that relies on the above intracuster mechanisms alone. The authors observed oppositely charged ions emerge from a freshly cleaved, untreated graphite surface at 298 K. The signal from the negatively charged particles has been found to be a factor of 2.5 larger than for positively charged particles. Again, following field measurements revealed that the rebonding ions had considerable kinetic energy when leaving the surface, and therefore most likely represent large cluster fragments. Yet, after a heating cycle during the preparation process of the graphite surface, no further room temperature signal was observed. From the view point of internal autoprotonylation as well as the internal piezoelectric model this is a completely unexpected behavior and indicates that the charge pair generation in the low velocity regime using untreated, almost arbitrary surfaces does involve some special property of the surface which is irreversibly destroyed by elevated temperatures.

For tempered graphite surfaces and high surface temperatures in the range of 950 - 1450 K, the authors discover a different regime of charge carrier formation characterized by Arthenius activation energies of 0.52 eV for the positive and 3.1 eV for the negative ions [90]. In this case, they interpret the anion formation by electron transfer from the hot graphite surface to large water clusters that have already developed an electron affinity in the range of 1.4 eV [90]. Moreover, they tentatively explain the formation of positive cluster fragments, in analogy to Yostrov et al., by an autoprotonation reaction in the cluster during surface contact followed by subsequent removal of the OH⁻ ion by the surface via an unidentified mechanism. In this regime, the kinetic energy of the negative particles is larger than for the positive ones and both are smaller than in the case of the untreated surface. For a surface temperature of 1370 K, the negative charge generation was found to have a stronger pressure dependence than positive ions. A minimum mean cluster size of N=440 has been established for this case.

While the observation of free positive and negative charge carriers during low-energy cluster-surface collision at high surface temperature can at least be partly understood in terms of a direct cluster-surface charge transfer model [90], the charge separation observed for untreated surfaces at room temperature remains completely unexplained. Room temperature excludes an efficient charge transfer between the cluster and the surface and the influence of a heat sensitive surface property rules out the internal autoprotonylation model as does the observation of collision-induced charge separation in the sulphur dioxide system. The lack of an explanation combined with the universality of room temperature charge separation process with regard to the used collision surfaces, makes it a challenging phenomenon. The aim of the following chapters is to introduce and experimentally prove a microscopic mechanism which has a general applicability beyond the water or sulphur dioxide system. The main experimental technique used to elucidate the details of the observed phenomenon has been Cluster Impact Mass Spectrometry (CIMS).

5.2 Dipole Moment - The Origin of Charge Separation

The similarity between the room-temperature charge separation phenomena during low-energy cluster-surface collisions of water clusters [90, 109, 110, 111] and sulphur dioxide clusters [112, 114, 113] hints at the possibility of a common microscopical mechanism. Due to the findings above, such a common explanation cannot rely on intracuster processes alone, but must at some point incorporate the collision process. The influence of the surface has to be a very general one, since charge separation is observed on almost arbitrary surfaces, but it also has to be very susceptible with regard to surface temperature. A working hypothesis in the present work has therefore been that surface adsorbates are involved in the charge-generation process. On the other hand, some common property of the water and the sulphur dioxide system has to enter into the mechanism (if a common explanation exists at all). The above findings; i.e., that clusters of CO₂ and rare gases do not exhibit the effect, hint at the relevance of a molecular dipole moment for a common charge generation mechanism. This was taken as a second working hypothesis. However, this is contradictory to previous experiments in which clusters of N₂O did not show the effect [110] although N₂O exhibits a weak dipole moment of 0.161 debye.

In the process of unveiling the microscopic process of the observed phenomenon, these working hypotheses have been tested in a two step approach. The relevance of a molecular dipole moment has been investigated in a series of screening experiments involving molecular clusters built from a variety of substances with and without a molecular dipole moment as well as with different electron affinities. To understand the surface influence, the positive and negative ions created during the cluster-surface collisions have been subjected to a mass spectrometric analysis employing the CIMS technique. If surface adsorbates are involved in the microscopic mechanism, they have to show up in the respective mass spectra. In any case, the exact identification of the previously unknown nature of the ions created during the cluster-surface collision should shed light on the microscopic mechanism, as it allows for the discrimination between pure electron transfer processes and dissociative ionization mechanisms; e.g., between (H₂O)₊ and (H₂O)OH⁺.

The typical CIMS setup that allowed for these investigations is depicted in Fig. 5.1. To perform the cluster-surface collisions, the previously described two chamber cluster beam apparatus was fitted with a retractable target in the second chamber.
It perpendicularly intersects the beam, 300 mm downstream from the nozzle and consists of a mount assembled from standard stainless steel parts (Kimbark Physics, eV parts) that allowed for the use of a variety of target materials; e.g., SiO₂ from silicon wafers, electrolytically deposited gold on steel or stainless steel itself. By means of a mica-isolated heating element (Telemeter HM6807, 38.1 mm diameter) attached to the back surface, the target material could be heated up to 800 K. The target temperature has been monitored by a type K chromel/alumel thermocouple. To measure the total yield of positive or negative charges per pulse, a plate capacitor arrangement is formed by the target and a grid (knitted tungsten mesh, ≈15 lines / inch) which is placed 10 mm in front of it. For this kind of experiment, the target is grounded via a high impedance differential amplifier (Tektronix TDS410, ADA4000A, one input grounded, high impedance mode). By applying a sufficiently high potential (typically between −250 V and +250 V) to the grid, a high voltage supply (Stanford Research Systems PS350, 0-5 kV, floated at −250 V with respect to the target), one polarity of the emerging ions is pushed against the target while the other is attracted towards the grid. The latter ions pass the grid and are lost into the vacuum chamber where they do not further influence the measurement process. At the surface, the neutralization of the other ion polarity leads to an decrease of the target potential ∆U (typically mV regime) that is measured by the differential amplifier. Using the target capacitance, which can be determined self-consistently from the slow exponential discharging of the target through the impedance of the differential amplifier (see Chap. 3.3), the deposited charge can be calculated via the fundamental equation of capacitance C=Q/∆U. The grid potential as well as the signal acquisition process is controlled by a PC-based Labview program (National Instruments). By measuring the ion yield as a function of grid voltage, the energy distribution of the created ions can be determined [110, 14, 113] quite similar to the cluster size distribution determination with the retarding field method.

To allow for the spiking of the collision surface with neutral alkali atoms during the course of the following experiments, alkali metal dispensers (SAES GETTERS) are fitted close to the target, with a distance between oven and beam axis of ≈1.5 cm. The ovens are based on a mixture of an alkali metal ceramic (M₄O₃ with M=Na, Ca) with the alloy Zr84%-Al16% used as reducing agent. This also prevents contamination of the alkali metal vapor by absorbing chemically active gases, predominantly hydrogen, produced during the reduction reaction. The mixture is held within a metal container with a trapezoidal cross-section and an exit slit for the alkali vapor. In order to release the alkali metal the dispenser is resistively heated. Evaporation is achieved between 550°C and 850°C (corresponding to heating currents between 4.5 A and 7.5 A). Each working temperature corresponds to a well-defined evaporation rate. The alkali metal evaporation can typically be sustained for a period of 20 minutes.

To test the conjecture, that a molecular dipole moment is involved in the microscopic charge generation process, screening experiments have been performed with clusters built from polar as well as unpolar molecules. The clusters were created by means of adiabatic expansion of a gas mixture which contained the respective species and helium as a carrier gas in a ratio of typically 1:10. In the case of acetonitrile, which is a liquid under normal conditions, the carrier gas was bubbled through the substance (see Chap. 2.2). The seeded beam technique has been used to account for the experimental finding that a threshold velocity for the charge generation of SO₂ clusters exists [14, 112]. It is therefore desirable to raise the beam velocity above the value of the pure substance. Since the investigated phenomenon is a cluster effect with a minimum size threshold [14, 110], the cluster size of the tested substance has been varied by raising the stagnation pressure of the gas mixture behind the nozzle in steps until either charge generation is observed, or the maximum pressure (25 bar) is reached. Detection limit for the charge generation process is typically 10⁹ charges/pulse, which is approximately 1% of the SO₂ signal under "normal" experimental conditions. While surface impact of SO₂ clusters has been found to generate almost equal amounts of charges [14], a great variability in the relative amount of positive and negative charges is reported for water clusters [90, 109, 110]. To account for this, the detection of at least one polarity of free charge carriers was taken as the signature of the effect. Fig. 5.2 gives an example of the performed measurements for the SO₂ system. Moreover, by seeding SO₂ in Ne, He and H₂ and applying various reservoir pressures, neutral clusters are produced with variable average sizes N and velocities v. From the corresponding set of data (v=750 m/s...1.75 x 10³ m/s, N=0...750) a threshold velocity close to 10² m/s (N=300) is deduced and a minimum average cluster size of about N=20 (v=1.2 x 10² m/s). For the case of water, similar thresholds have been reported [109, 110]. The impact of a beam of individual SO₂ molecules at comparable velocities does not produce a detectable amount of charges.

Fig. 5.3 summarizes the experimental findings. The respective substances are represented by circles according to their molecular dipole moment and their molecular...
electron affinity. Since all mechanisms that involve charge transfer processes from the surface to the cluster should strongly depend on the electron affinity of the cluster in general as well as the respective molecular electron affinity. Using various target setups and target materials (metals, insulators), the measurements have been performed over an extended period of time. More detailed investigations concerning the group SF₆, NH₃ and H₂O will be presented in Chap. 7. While substances that led to the generation of free charge carriers upon low energy surface impact of the respective clusters are represented by a full circle, those not showing the effect are marked by an empty circle. There is a clear separation into two groups. In contrast to clusters from polar molecules like H₂O, SO₂, NO, NH₃, NO₂, SF₆, CH₃CH, CHClF₂ and isobutene, clusters from molecules which have no permanent dipole moment like O₂, N₂, CO₂, SF₆, and the noble gas atoms Ne, Xe, Kr did not produce a detectable amount of charge upon surface impact. The grey shaded circle representing NO reflects a very weak charge production. It was only observed in the expansion chamber, where the beam intensity is a factor ≈1000 higher than in the second chamber. The above findings emphasize that the microscopic process of the observed effect requires the existence of a permanent molecular dipole moment.

The molecular electron affinity on the other hand, seems to have no significant influence on the charge generation process itself since positive charges are observed in comparable amount for SO₂ as well as NH₃. However, the molecular electron affinity particularly influences the amount of free negative charge carriers. While the impact of SO₂ clusters gives rise to comparable amounts of free positive and negative charge carriers, there is a strong variability, with respect to the experimental conditions, in the amount of free negative charge carriers detected for clusters from species without molecular electron affinity e.g. H₂O or NH₃. As will be confirmed in the next chapter, this can be taken as an indication that at some point during the microscopic charge generation process, a free electron is created that can be securely stabilized via a molecular electron affinity. Otherwise, as has been observed for water clusters, it can be lost into the collision target or detach from the cluster to form a free electron [109].

For an exemplary investigation of the nature of the generated charge carriers by mass spectrometry, SO₂ turns out to be the ideal molecule for the following reasons: it is chemically stable, lacks complications due to hydrogen bonding and autodissociation [116] and clusters are readily produced at room temperature. In contrast to the very low electron affinities (EA) of small NH₃ or H₂O clusters [117], the EA of a single SO₂ molecule is already about 1 eV [118], which greatly facilitates the formation of stable cluster anions.
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5.3 Mass Analysis of the Fragment Ions

The mass spectrometric analysis of the positive and negative charge carriers created during cluster-surface collision is performed by the perpendicular TOF mass spectrometer described in detail in Chap. 4.3. The distance between the TOF axis and the collision surface is 7.5 cm. Before it encounters the collision surface, the neutral cluster beam passes through the extraction volume (extraction plates grounded) by way of two openings (see Fig. 5.1). After passing the grid in front of the target, the cluster pulse impinges perpendicularly on the collision surface, which is for this type of measurement directly connected to ground. Due to the broad angular distribution of the generated charge carriers, a fraction of them retraces the beam path and ballistically enters the extraction volume of the perpendicular TOF. By switching on the extraction field between the TOF electrodes these ions can be mass analyzed. Depending on the polarity of the extraction voltage, positive or negative ions are investigated. The grid in front of the target allows for the enhancement of the fraction of the charge carriers that enter the mass spectrometer. By positively biasing it in the case of mass analysis of negative ions and negatively for positive ones, the respective ions are adiabatically transferred from the target into the extraction region of the TOF mass spectrometer. While the ballistic ion drift allows for the analysis of ions emitted in the direction close to the surface normal, the ion transfer provides the possibility for the analysis of ions emitted more tangentially since the corresponding electric field ‘narrows’ the emission cone of the ions. Due to the spatial separation of ion source (target) and detection (TOF), the analyzed ions represent a subset of the generated ions, namely ions which all reach the extraction volume at the moment when the extraction field is switched on. This condition can be fulfilled by different tuples of flight distance, velocity, emission angle and creation time (finite cluster pulse width). Since the desired information, namely the identity of the created free charge carriers, is contained in the presence or absence of individual peaks in the mass spectrum and only to a lesser extent in the peak height distribution, this partial averaging over the ion distribution plays a minor role in the present context.

Fig. 5.4 presents a mass analysis of the free charge carriers generated by the low-energy impact (incident velocity 1.2 km/s, energy per particle 0.48 eV) of sulphur dioxide clusters (mean cluster size $N = 500$) on electrolyte gold on steel. In order to desorb weakly bound molecular adsorbates from the background gas, the target is maintained at a temperature of 600 K. However, this temperature is not yet high enough to induce substantial electron emission from the surface ($k_BT = 0.05$ eV). It is also well below the critical temperature range of between 900 K and 1400 K, that irreversibly destroys the room-temperature effect [90]. While the center panel gives mass spectra obtained for the positive free charge carriers, the negative ion spectra are contained in the bottom panel. To represent the ion polarity directly within the spectra, the general convention adopted has been that positive ion intensity rises in the direction of the positive ordinate, while the negative ion intensity increases in the direction of the negative ordinate. The spectra have been transformed from the time to the mass domain (see Chap. 4.3) using the SO$_2$ mass as unit.

Figure 5.4: Central and lower panel: Mass spectra of positive and negative SO$_2$ cluster fragments (incident velocity 1.2 km/s, energy per particle 0.48 eV, mean cluster size 500) from impact on electrolyte gold on steel at 600 K. The mass scale is given in units of SO$_2$ masses. The cluster cations all carry an additional alkali atom. These atoms originate from a ubiquitous surface contamination and were picked up from the surface during the course of cluster impact. Sputtering the surface with Cs increases the yield of the corresponding Cs($^+$SO$_2$)$_m$ progression (marked by arrows) and the overall anion yield. Upper panel: Schematic representation of the proposed microscopic charge generation mechanism.
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Both, the positive and negative spectra exhibit pronounced progressions, each of which consists of a characteristic pattern that is shifted by multiples of the mass of a single SO_2 molecule over the whole mass range. This periodicity in the monomer mass is a standard feature of cluster distributions (see e.g. Fig. 2.5 or Fig. 2.6). Thus, the overall structure of the spectra immediately reveals that the free charge carriers are indeed cluster fragments, containing several monomers of the precursor cluster. For the first time, this solves the ambiguity of previous measurements of the ion energy which used a retarding field technique [109, 90, 113]. There, it was impossible to determine if the substantial energy of the observed ions is connected to their massive, composite character or due to the high velocity of bare ions emitted during the cluster-surface interaction. Obviously, the former is the case.

The negative spectra in Fig. 5.4 exhibit a single feature, namely (SO_2)_7^- . This indicates that the microscopic charge generation process transfers an electron, which is stabilized via the molecular electron affinity of SO_2. At least for the sulphur dioxide system charge transfer via ions, e.g., in the form of O^- or S^- or via a hypothetical transfer reaction like 2SO_2 = SO_2^-+SO_2^- [116], does not take place.

Cations of the form (SO_2)_n^+ that would correspond to the detected anions are not observed in the positive spectra of Fig. 5.4. This excludes a direct collision induced electron transfer between the cluster constituents. Instead, as shown by the assignment, the positively charged cluster fragments all carry an alkali metal cation, in the case of Fig. 5.4 Na^+, K^+, and Cs^+. In the experiments described in the following chapters Li^+ and In^3+ have also been observed.

Fig. 5.5 summarizes the experimental findings using the concept of the CIMS unit cell. In Cluster Impact Mass Spectroscopy the fundamental information about the process is generally contained in the identifications of the core ions. After collision induced cluster fragmentation these core ions are still surrounded to various extents by monomers of the precursor cluster, which gives rise to the characteristic progressions in the spectra. The desired information is therefore provided with great redundancy and can already be obtained by analyzing the small part of the mass spectrum that is spanned by the mass of one molecule of the clustered species, e.g., 64 u in the present case. The upper panel contains the core cations observed for the SO_2 system. The vertical axis shows the ionization potential of the respective species. While Li, Na, and K appear at their natural masses, Cs and In are folded back into the unit cell by subtracting one SO_2 unit in the case of In and two units in the case of Cs. The Cs peak observed in the same n-th cell together with the K peak has the composition (SO_2)_n^-Cs^+ while the latter corresponds to (SO_2)_n K^+. The bottom panel gives the negative core ions of the SO_2 cluster fragments with their molecular electron affinity (only SO_2^- is contained in the spectra of Fig. 5.4). It is important to notice that the peak position for one species within the CIMS unit cell depends on the used clustered molecules. While potassium appears at 39 u in the unit cell for SO_2 and SF_6, it is folded-back to mass 5 u or 3 u in the case of ammonia or water, respectively. On the other hand, lithium and caesium coincide at mass 7 u in the water system, while they correlate with mass 7 u and 14 u in ammonia.

The correlated observation of SO_2^- anions with alkali cations in Fig. 5.4, together with the comparable amount of charge carriers with opposite polarity, indicates that

the precursor to the observed charge separation process is a neutral alkali atom that gets ionized during the cluster-surface collision. Under the present experimental conditions, the only source of such neutral alkali atoms can be the collision target, where they would have to reside in the form of ubiquitous surface contaminations. To test this conjecture the surface has been spiked with neutral Cs atoms from the oven source. As can be seen from Fig. 5.4, the additional Cs atoms cause a pronounced increase in the corresponding Cs^+(SO_2)_n (arrow marked) as well as in all (SO_2)_n^- peaks along with an equal increase of the total amount of positive and negative charges. This observation further confirms that easy-to-ionize surface adsorbates, like alkali atoms, play a crucial role in the charge generation process during low-energy surface collisions of sulphur dioxide clusters.

In support of this, Figs. 5.6 and 5.7 give mass spectra exhibiting fragment ions with Li, Na, K as well as Cs core ions. The above findings indicate that the observed charge generation is not connected to the special properties of one, single element, but can be induced by alkali atoms in general. In an attempt to broaden the class of inducing surface adsorbates further, a SO_2 surface has been loaded with indium atoms by mechanically rubbing this ductile metal against the target surface. Subsequently taken mass spectra of the charged cluster fragments, using SO_2 clusters, indeed revealed the presence of mass peaks at the position of (SO_2)_n In^+ (see Fig. 5.7). Therefore, charge generation upon low energy impact of sulphur dioxide clusters is not restricted to alkali metals, but can be induced by a more general group of elements. The observation of indium induced charge separation also suggests that the microscopic mechanism at work is not directly connected to the electronic structure.

Figure 5.5: Unit cell of the SO_2 mass spectra. In cluster impact mass spectroscopy the fundamental information about the process is generally contained in the mass range spanned by one molecule of the clustered species. The upper panel gives the core ions observed for the positive SO_2 cluster fragments. The vertical axis is taken to be the ionization potential of the respective species. While Li, Na, and K appear at their natural masses, Cs and In are folded back into the unit cell (the spectra containing In and Li follow in the next chapter). The bottom panel gives the negative core ions of the SO_2 cluster fragments with their molecular electron affinity; only SO_2^- is contained in the spectra of Fig. 5.4. For Mass Analysis of the Fragment Ions

5.3. Mass Analysis of the Fragment Ions

<table>
<thead>
<tr>
<th>Mass / u</th>
<th>IP / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>Cs</td>
</tr>
<tr>
<td>14</td>
<td>Li</td>
</tr>
<tr>
<td>20</td>
<td>Na</td>
</tr>
<tr>
<td>27</td>
<td>K</td>
</tr>
<tr>
<td>32</td>
<td>In</td>
</tr>
</tbody>
</table>

Metal Adsorbates
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![Graph showing ion intensity vs. time for mass spectrum of positive cluster fragments emitted during the collision of SO₃ clusters with adsorbate Na and K.](image)

Figure 5.6: Surface adsorbates which induce the charge separation: I. Mass spectrum of the positive cluster fragments emitted during the collision of SO₃ clusters (impact velocity 1.36 km/s, energy per particle 0.58 eV, mean cluster size N=60 at 30 eV electron impact ionization) on stainless steel at 430°C. The mass peaks in the right panel can be attributed to SO₂ cluster fragments carrying the alkali ions Li, Na, and K.

of the surface adsorbate. While the electron configuration of the alkali metals can be described in the form [rare gas]ns¹ (e.g., for sodium via [Ne]3s¹), the electron configuration of indium is [Kr]4s³4p⁶. Therefore, charge separation is not restricted to unpaired valence electrons residing in a diffuse s-orbital. The suitability of other metal atoms to induce charge separation during cluster impact has been tested by resistively heating a steel wire loop mounted close to the target surface until it burnt out. In this way the collision surface was loaded with the various metal atoms contained in the steel alloy. An ex situ surface analysis (see Fig. 5.8) using a combination of an electron microscope and an x-ray fluorescence spectrometer, confirmed the presence of Fe ([Ar]3d⁶4s²), Ni ([Ar]3d⁸4s²), Mn ([Ar]3d⁸4s²), as well as Cr ([Ar]3d⁷4s²) on the surface. However, upon impact of SO₂ clusters no cluster fragments which carried core ions corresponding to Fe, Ni, Mn, or Cr were observed. The mass spectra have been dominated by cations in the form (SO₂)ₙK⁺ which are due to potassium atoms that already evaporated from the heated wire loop at modest temperatures. Thus, under the present experimental conditions, Fe, Ni, Mn, and Cr do not lead to charged cluster fragments. The case for Cr, which has an electron configuration of [Ar]4s³3d⁶, emphasizes that an unpaired s¹ electron is not a sufficient requirement for an adsorbate that induces charged cluster fragments.

To further clarify the relevant properties of the adsorbates, a SiO₂ target was covered with NaCl crystals by evaporating a few milliliters of salt solution dripped on the collision surface. Charge generation upon impact of SO₂ clusters as well as SF₄ clusters was observed under these circumstances. The mass spectra of SF₄ revealed charged cluster fragments that bear the signature of neutral alkali atoms; namely (SF₄)ₙNa⁺ combined with cluster anions which for the SF₅ system, due to ion molecule reaction of SF₅, are generally given by SF₅⁻ (see Chap. 7). However, no anions in the form of (SF₄)ₙCl⁻ or (SO₂)ₙCl⁻ have been observed. The high electron affinity of the chlorine anion (3.61 eV), which exceeds that of fluorine (3.4 eV) or bromine (3.36 eV), ensures the observability of picked up chlorine anions in the spectra, even if the electron is delocalized from the chlorine anion during impact in the same way as the alkali valence electron (contrary to the alkali cation, a neutral chlorine atom would not become stabilized by the surrounding polar molecules).

That the electron does indeed settle at the site of highest binding energy is illustrated in Chap. 7 in the case of bromine traces in sulfur tetrafluoride clusters as well as for SO₂ molecules incorporated into NH₃ clusters. The absence of chlorine anions as core ions of the negatively charged cluster fragments, indicates therefore, that crystalline, ionic salts, do not lead to free charge carriers following cluster impact. Since comparable amounts of Na⁺ and Cl⁻ carrying cluster fragments have not been observed, either the direct pickup of ionic Na⁺ and Cl⁻ does not take place, or picked up NaCl molecules do not get separated inside the cluster during the cluster-impact time window. This implies that the well known dissolution of salts by bulk polar solvents, does not proceed under conditions of cluster-surface collisions, probably because the interaction time of ≤1 ps is too short.
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Figure 5.8: Surface adsorbates that do not induce charge separation. In order to deposit a variety of metal atom adsorbates, a stainless steel wire was resistively heated in front of a SiO₂ surface until it burnt out. Although ex situ analysis by x-ray fluorescence revealed the presence of Cr, Mn, Fe and Ni on the surface (see left panel), these metals have not been observed in the form of charged ions within cluster fragments of SO₂ clusters (impact velocity 1.39 km/s, energy per particle 0.64 eV). Nevertheless, due to K adsorbates which have also been evaporated out of the wire, strong peaks are detected. The electron microscope picture on the right side emphasizes the pick up model. The surface adsorbates layer is altered by the interaction with the impinging cluster beam (beam border in the upper right half). The grid structure on the surface is due to the ‘shadow’ of the bias grid. It locally blocks the cluster beam so that at the respective position of the surface, the cluster impact induced charge generation process can not take place.

5.4 Microscopic Model

For the explanation of the experimental observation, the following microscopic model is proposed. The key to charge separation is the pickup of a neutral (but readily ionized) adatom during surface impact of the polar molecule cluster, followed by the delocalization of the adatom’s valence electron within the cluster and the subsequent collision-induced fragmentation of the cluster into charged pieces. The latter process separates the gerninate ion pair which has been created inside the cluster and thus makes them observable by destroying their mutual shielding. The energy to overcome the Coulomb attraction between the ions is supplied by the kinetic energy of the fragments that enclose the charge carriers (*Inertial Charge Separation*).

The work presented here has already established that charge generation during low-energy surface collisions is a phenomenon that is not only connected to water or sulphur dioxide clusters but seems to pertain to the whole class of clusters built from polar molecules (see Chap. 5.2). To determine whether the microscopic reaction mechanism proposed above represents the universal explanation for this phenomenon, fragment mass spectra have also been taken for clusters of H₂O, NH₃ and SF₆. In the respective spectra, which are presented in more detail in Chap. 7, the signature of the above model, namely cationic cluster fragments carrying alkali ions, has been observed again, as well as a general increase in the amount of generated charge with the alkali coverage of the surface. Within the limit of the investigated number of systems, the proposed microscopic mechanism seems to be the general explanation of the phenomenon.

The key elements of the proposed mechanism for the observed charge separation are neutral alkali atoms that reside in the form of adsorbates at the collision surface. Although by depositing additional alkali atoms at the surface (see Fig. 5.4) the amount of generated charges can be substantially increased, the effect of charge generation is also easily observed on completely untreated surfaces. This experimental observation indicates that alkali atoms represent ubiquitous surface contaminants. This general persistence of neutral alkali atoms on surfaces is also indicated by surface analyses applying post-ionization of sputtered neutral particles [119]. Although surprising, ubiquitous alkali surface adsorbates can for the first time consistently explain the astounding indifference of the charge generation process regarding the electronic nature of the target [14, 90, 109, 113, this work]. To test the limits of this finding, a rather unconventional experiment was performed. A randomly selected pebblestone from the embankment of the nearby river Isar was used without pretreatment as a target. Special care was taken to ensure that the cluster beam only interacted with the pebble stone. The observed spectra (see Fig. 5.9) were very rich in structure. Nevertheless, they exhibited the characteristic signature of the proposed mechanism, namely SO₂ anions and fragments carrying alkali cations (marked). Although the resolution of the employed mass spectrom-
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er does not allow for a reliable identification of the large number of additional peaks, it appears that simultaneous co-pickup of additional neutral adsorbates from the surfaces occurs. These remain spectators inside the charged cluster fragment or become themselves as a result of ion-molecule reactions induced by the electron or the alkali cation (see Chap. 7). Similar rich patterns have also been observed from freshly mounted targets held at room temperature. The additional pickup of arbitrary adsorbates points to the surface analytical potential of cluster-surface collisions, which, in the presence of alkali metal atoms, provides the picked up adsorbates already in a charged, easy-to-analyze manner. The observation of the proposed charge generation mechanism in the above experiment emphasizes the ubiquitousness of alkali atoms on arbitrary surfaces (charge production has also been observed on a dried oak leaf).

Although sodium and potassium are quite abundant in the composition of the Earth’s crust (they rank as number seven and eight [120]) the general observation of charge separation from arbitrary surfaces is surprising, and has to at least partly find an explanation in a high efficiency of the charging process: Under typical experimental conditions, a SO₂ cluster pulse is created via adiabatic expansion of a mixture of 5% SO₂ in He with a stagnation pressure of 10 bar through a nozzle of diameter 0.5 mm. This corresponds to a total flux \( \approx 10^{15} \text{ s}^{-1} \) SO₂ molecules out of the nozzle. Assuming a reduction by the skimmer in the order of 10⁻⁴, a mean cluster size of 1000 and a pulse duration of 300 µs, the number of clusters that collide with the surface is given by 10⁸ per pulse. Each cluster samples an area of the surface that equals approximately its cross section (\( \approx 10^{-17} \text{ m}² \)). With the beam cross section being 1 cm² at the collision surface each cluster pulse samples approximately a fraction of 10⁻⁵ of the interaction area. The typical increase of the target potential with each cluster pulse is given by 1 mV for untreated surfaces. With the capacity of the target setup of \( \approx 100 \) pF this corresponds to an amount of 10⁶ charges per pulse from the sampled area. Taking the charge creation efficiency \( \eta \), which comprises a) the pickup probability if a cluster collides with an alkali adsorbate, b) the charge separation probability inside the cluster with which the neutral atom is stripped of its valence electron by the polar cluster constituents and c) the probability that the collision-induced cluster fragmentation separates the oppositely charged core ions, to be equal to one the observed amount of charges of 10⁹ ions/cm² corresponds to a surface coverage of 10⁻⁶ mono-layers of alkali adsorbates. Assuming lower values for \( \eta \) would require a higher surface coverage. This allows for the bracketing of the real charging efficiency of a single cluster, upon impact with an alkali metal adsorbate, by a lower limit. Taking 0.1 mono-layers as an already improbable high surface coverage for alkali metal atoms on untreated surfaces, the fundamental charging efficiency has to be between 10⁻⁵ and one. Dosing the surface with alkali metal atoms, e.g., Cs from an oven source, strongly increases the observed amount of charges reaching the 1 V range for the charging of the target per pulse corresponding to 10⁸ charges. With the number of impacting clusters being of the order of 10³⁸, this corresponds to a charging efficiency well in the percent range per cluster. On the other hand, the charging efficiency per cluster can not be larger than the fundamental charging efficiency \( \eta \) times the number of alkali atoms residing on a surface area that equals the cluster cross section. For clusters of 10⁶ monomers, the latter factor has to be smaller than 10⁶ so that a better lower threshold for the fundamental charging efficiency can be given. \( \eta \) has to be in the range of [10⁻³-1]. Although the cluster beam intensity can be measured quite accurately (see Chap. 2.3), a better value for the charging efficiency requires a detailed knowledge of the adsorbate coverage, which under our particular experimental conditions is not available. Moreover, the exact value for \( \eta \) is likely to be a function of various experimental parameters among which are the impact velocity of the cluster, the value of the molecular dipole moment of the cluster constituents, the ionization potential of the picked up adsorbate as well as the binding energy of the adsorbate to the supporting surface. Nevertheless, a fundamental charging efficiency \( \eta \) around 10⁻³ is remarkably high given the complex nature of the microscopic process.

Owing to the wide applicability of the proposed mechanism to clustered species and employed collision surface, its high efficiency and the ease of observation of the robust charge signals without requiring sophisticated signal amplification and acquisition equipment, it obtained the laboratory name “clusterelectric effect” (CEE), which will be utilized in the subsequent sections as shorthand for the complex microscopic mechanism. The following sections provide a more detailed discussion of the individual steps that make up the clusterelectric effect, namely the pickup of a surface adsorbate, the charge delocalization of the alkali valence electron inside the polar molecule cluster as well as the inertial charge separation process by the collision induced cluster fragmentation. This subdivision shall not imply that the steps take place in a separated sequential manner. The overall time scale during which the process takes place is in the order of 1 ps and is given by the advection time of the cluster. With typical diameters in the range of 10 Å and impact velocities in the order of 10⁴ m/s the cluster would completely enter the surface within 1 ps. Since the low energies employed in the present experiments do not lead to substantial implantation but are too high for intact reflection, the cluster has to fragment on this time scale. Fragmentation, however, terminates the charge separation process. The three steps therefore all take place concomitantly, representing only aspects of the effect.

5.4.1 Alkali Surface Adsorbates

The above experimental findings naturally raise questions concerning the chemical state of alkali atoms at the collision surface and their seemingly ubiquitous presence. The latter finds an explanation in the large abundance of the elements sodium and potassium in general. They total 4 percent of the Earth’s crust atoms [120], and therefore should in principle make up a fraction of roughly 4 · 10⁻² monolayers (ML) of each representative surface in the form of various compounds. In the form of their oxides, Na₂O and K₂O, they contribute 7 percent to the average composition of igneous rocks, 4.5 percent to shale and 4 percent to sediments. Even in time they represent 0.3 percent [121]. Due to their lower binding energy (Na: \( \Delta H_{\text{bind}}=1.0 \text{ eV} \), K: \( \Delta H_{\text{bind}}=0.82 \text{ eV} \)) with respect to other metals (Fe: \( \Delta H_{\text{bind}}=3.5 \text{ eV} \), Cu: \( \Delta H_{\text{bind}}=3.2 \text{ eV} \)) their presence in metals and metal alloys is generally re-
duced to trace concentrations by evaporation during the formation process [122]. Nevertheless, as a consequence of their correspondingly low surface energy they segregate onto the surface of metals and oxides, and thus enlarge their concentration with respect to the bulk [123]. The general persistence of neutral alkali atoms on surfaces is well known from surface analysis applying post-ionization of sputtered neutral particles [119]. A major source of Na and K are the respective ions solvated in water. The oceans represent huge deposits of solvated NaCl (≈ 30 kg/m²). While Na ions, due to a higher solubility of the sodium salts as well as higher affinity of potassium to aluminosilicates, dominate over K ions in natural solutions, the latter has a higher abundance in the biosphere [124]. Solvated alkali ions represent a major source of alkali contaminations on natural surfaces which come into contact with water. At high concentrations, the respective crystalline salts form upon evaporation of the water solvent, low concentrations lead to contaminations that are dominated by the adsorbate/surface interaction. Especially in the case of metal surfaces, the formed adsorbate-surface complex has the same nature for ionic or neutral precursor alkali atoms. The same can be expected for arbitrary surfaces after some ‘relaxation time’. Therefore, the following discussion of the chemical nature of the alkali adsorbed on a surface neglects the electronic history of the alkali and focuses on the interaction within the surface-adsorbate complex in electronic equilibrium.

The interaction of alkali atoms with well defined single crystal metal surfaces [125, 126] has been studied. Upon adsorption, the s orbital of the alkali atom broadens and shifts. Concomitantly, the alkali valence electron is partially transferred into the substrate, leaving the alkali atom with a positive partial charge [127, 128]. A theoretical study of K adsorbed on a (111) cluster [129] finds that a single adsorbed alkali atom has a bond length of 2.8 Å and an binding energy of 1.86 eV. Several almost isoenergetic binding sites and the absence of activation barriers make the adsorbate very mobile on the surface. The effective charge of the adsorbed K-atom is 0.6 electrons. The corresponding charge transfer to the surface not only reduces the size of the alkali atom from the neutral radius of 2.27 Å (124) to ≈ 1 Å, but also leads to the formation of a surface dipole of 9.6 debye [129]. Typical binding energies for alkali adsorbates on metal surfaces lie in the range of 2-3 eV [130] and the induced surface dipole moments vary considerably between 2 debye (Na/W(110)) and 17 debye (Co/W(110)) [131]. The charge distributions of the surface-adsorbate complex, as well as its optical properties (e.g. regarding second harmonic generation) can be predicted theoretically via density functional calculations for an adsorbate/jellium model [132].

A prominent effect of alkali metal adsorption on metal surfaces is the decrease of the substrate work function [131]. At low coverages (< 0.5 ML) the work function decreases mostly linearly with increasing coverage. At ≈ 0.5 ML a shallow minimum is reached, after which the work function increases again experiences a slight increase, until for a coverage of ≈ 1 ML it approaches the value of the respective bulk alkali metal. This general behavior on metal as well as semiconductor surfaces is explained in terms of the surface dipole connected with the adsorption of an alkali atom. It is oriented antiparallel to that of the substrate surface dipole layer and thus reduces the energy required for an electron to leave the substrate. In the simple dipole model, the increase of the work function with coverages larger than ≈ 0.5 ML is attributed to a mutual depolarization of the repulsively interacting adsorbate-dipoles with increasing surface density. A smaller fraction of the alkali valence electron is transferred to the substrate so that the adsorbate dipole diminishes. With increasing coverage, the electron densities of the alkali adsorbates finally overlap and form a metal-like adsorbate. The described decrease of the substrate work function upon alkali metal adsorption can not explain the typical features of the cluster electric effect. While the latter is a ‘cluster effect’ with a lower size threshold, a mechanism based on a reduced work function should also give negative ions upon the impact of single molecules that have a sufficient electron affinity. However, charge generation has not been observed for the impact of individual SO2 molecules (EA: 1.1 eV). On the other hand, it is conceivable, that clusters are needed also in the case of surface-cluster electron transfer, if a too small molecular EA has to be enhanced by solvation effects in larger clusters, to induce a detectable signal. This possibility seems to be unlikely, since the clusterelectric effect is observed on arbitrary surfaces. By exchanging metallic with the electric surfaces the work function changes considerably. On the other hand, cluster size can compensate for this change only to a limited amount since cluster electron affinity is always bounded by the bulk value. Additionally, the correlated observation of comparable amounts of positive as well as negative charges for the SO2 system for various collision surfaces, and the observation of fragment anions of ammonia, which itself has no molecular electron affinity, upon doping with SO2 molecules (see Chap. 7) contradicts a model based on the work function decrease upon surface adsorption of alkali atoms.

The presence of a sub-monolayer of coadsorbed alkali metal atoms significantly influences properties of coadsorbed molecules e.g. their sticking probability, their adsorption site and geometry as well as their dissociation probability [129]. These effects can largely be attributed to the electrostatic interactions between the adsorbates based on the surface dipole induced by the alkali adatom. The electrostatic potential of the alkali surface dipole is rapidly screened close to the surface by a conducting substrate, but further out it falls off slower and will asymptotically fall off as a free dipole field. The lateral range of the perturbation of the substrate surface electronic structure is in the order of 10 Å [131]. Electroreative molecules like O2, N2, CO and NO are found to be more stable, often in side-on bonded configuration [134], and to dissociate more easily on surfaces precovered by alkali metals [135]. The lowering of the dissociation activation energy can be explained in terms of an increased electron density in anti-binding orbitals of the adsorbed molecules which is induced by the electrostatic interaction with the adsorbed alkali atom. Alkali doped surfaces therefore play an important role in heterogeneous catalysis [133]. The strength of the electrostatic interaction is illustrated by the reorientation of ammonia adsorbrates upon alkali coadsorption. While NH3 normally binds with the N atom towards the surface and the hydrogen atoms pointing away like an umbrella, ESDIAD measurements [136] reveal that in the presence of a fractiona monolayer of alkali atoms, ammonia adsorbs in a tilted configuration.
with one hydrogen pointing along the surface normal. Moreover, water molecules have been found to completely turn around upon interaction with adsorbed alkali atoms [137]. These two examples hint at the strong interaction of adsorbed alkali atoms with molecules having a permanent dipole moment.

The violent reaction of bulk alkali metals towards oxidation, suggests a similar behavior for alkali adsorbates. However, alkali chemistry on (metal) surfaces exhibits a more complex behavior due to the coverage dependent charge transfer between alkali-adsorbate and surface as well as the competition between the adsorbate-adsorbate interaction with the surface-adsorbate interaction. Adsorbed alkali multilayers with metal-like electronic structure indeed show bulk-like behavior and readily react with water and oxygen [138]. While for the multilayers the adsorption energy approaches the sublimation energy of the bulk, low coverage alkali adsorbates exhibit higher binding energies. For potassium on Ru(001) the bond strength decreases from 2.82 eV at low coverages to 1.1 eV at saturation of the monolayer [139]. In the low-coverge regime, the alkali s valence electrons are strongly involved in the bond formation with the substrate surface. This is reflected in a different chemical behavior: While sub-monolayer alkali coverages promote the adsorption of oxygen [138], no compound formation between alkali and oxygen is found at low coverages (<0.25 ML for K on Ru(001)), instead, adsorption of atomic oxygen on the alkali modified ruthenium surface is observed [139]. While for the co-adsorption of CN with multilayer K on Pd surfaces the formation of ionic K⁺CN⁻ was found identical to that of the crystalline bulk, sub-monolayer (0.25 ML) coverage of K led to a ‘covalently’ bound KCN clathrate species [140]. The formation of bound compounds of two adsorbed species is generally only observed above certain coverage values, when the bonding strength of both adspecies with the substrate is weakened enough [138, 141]. The ubiquitous alkali surface contaminations, relevant in the present experiments, are well in the sub-monolayer regime (at least for the untreated surfaces) so that their chemistry is likely to be determined by the adsorbate substrate interaction.

While graphite is technically a semi-metal, the behavior of K, Rb, and Cs on the basal plane of graphite is very similar to that on metals [125]. A specific property of the alkali/graphite system is the possibility to form intercalates. Alkali atoms can diffuse between the graphene layers [133]. Intercalation of K occurs at room temperature [142]. At low temperatures (83 K) potassium remains at the surface and is bound by 1.3 eV [143]. The Na-graphite bond is weaker compared to the heavier alkali, which is also reflected in its lesser solubility as a graphite intercalate [144].

The adsorption of alkali atoms on oxidic surfaces has recently been reviewed [145, 130]. Adsorption of alkali metals on low bandgap insulators results in a charge transfer to the substrate at low coverages. For the system TiO₂ (E_g ≈ 3.1 eV) charge transfer leads to the reduction of the oxide state of the substrate surface metal cations (Ti⁴⁺ → Ti³⁺). In this case the alkali atoms have a strong cationic character. They induce a surface dipole moment of 6 debye and have a binding energy of >2.2 eV [146]. Thermal desorption measurements of K and Cs on TiO₂ [146, 147] have confirmed the relatively strong binding by the observation of neutral alkali desorption up to temperatures of 800 K. Theoretical calculations [148] predict a decreasing charge transfer from the alkali to the substrate for increasing band gap, which results in a weak binding energy for smooth, stoichiometric wide-bandgap oxides. This is in accordance with findings for Na on MgO(100) [149]. Higher adsorption energies are found for faceted MgO surfaces, which indicates the importance of defects for the strength of the adsorption bond [150]. Thus, for wide-bandgap material, especially under natural conditions, the binding and the charge transfer from the alkali to the substrate is controlled mainly by the presence of surface defects.

Investigations of the system Na/Cr₂O₃(0001) [151] found that sub-monolayers of Na desorb thermally within a temperature range of 400 K to > 800 K. For the adsorption of Cs on thin SiO₂/Si structures a charge transfer from the alkali into the interface has been observed with the resulting build up of a dipole field [152]. Thermal desorption measurements [130] revealed a range of binding energies centered around 1.8 eV/particle. Introducing surface defects by ion bombardment leads to higher binding energies [139]. Indium, which also induces the cluster-electric effect, has been found to inject less charge into the SiO₂/Si interface upon adsorption [152] and therefore has a much smaller surface dipole. Thermal desorption measurements for alkalis from oxide surfaces found a majority of neutral alkalis as desorption products, although the adsorbed alkali has an ionic character [130]. Alkaline desorbs as ions only at higher temperatures (>1200 K). The observed accumulation and desorption of neutral alkali metal atoms on the surface of salt crystals following irradiation with energetic photons or electrons has been explained in terms of diffusion of bulk defects and excitations (induced by the irradiation) to the surface [153, 154]. For large band-gaps (e.g. NaCl: E_g ≈ 2 eV) there is no charge transfer towards the bulk and consequently the neutral alkali atoms have small binding energies. Due to their low binding energy, neutral alkali metals tend to decorate defects on the surface and to cluster into three dimensional compounds. This behavior has actually been used to create supported clusters of alkali metals by Volmer-Weber growth from deposited alkalis on LiF and SiO₂ substrates [155, 156]. In this case, adsorption energy to the substrate is lower than the alkali-alkali bond and therefore is smaller than ≈ 1 eV in the absence of defects. Thermal desorption measurements reveal an activation energy of 3 eV for Na⁺ and 2 eV for neutral NaCl molecules for the desorption from NaCl crystals [157]. Investigations of an iron oxide catalyst containing 5% of potassium oxide [158] found desorption of neutral alkali atoms with activation energies in the range of 1.45 eV between 900 K and 1000 K.

In summary, the alkali atoms, especially sodium and potassium, represent a very abundant class of elements. While the bulk material exhibits a high reactivity, trace concentrations of alkali metals on surfaces are generally less reactive, with their chemistry being dominated by the alkali substrate interaction. The alkali is generally chemisorbed on the surface. A partial transfer of the valence electron towards the substrate is most prominent with metal surfaces but decreases with increasing band gaps. The binding energy correspondingly decreases. The partial charge transfer leads to the formation of a surface dipole, which allows the alkali to interact strongly with molecules having a permanent dipole moment. On dielectrics, the bond is often determined by surface defects. The typical binding energies lie within the range of 1 eV to 2 eV. Even from oxidic alkali compounds, neutral alkali...
5. The Cluster Electric Effect

atoms can be desorbed with this binding energy. Although the alkali atom partially transfers its valence electron to the substrate, the lowest energy desorption channel is neutral on most substrates.

5.4.2 The Pickup Process

The initial step in the proposed microscopic mechanism for the cluster electric effect is the pickup of a neutral alkali adsorbate during surface collision. In this context, the term neutral refers to the signature of equal amounts of positive and negative charges observed during the CEE of SO₂ and SF₆, which indicates that the alkali cation and the electron enter the impinging cluster in a concerted way, i.e., most likely in the form of a neutral alkali atom. Naturally, the present experiments cannot provide information about the electronic state of the alkali atom at the surface, which could have a partial ionic character due to strong surface-adsorbate interaction. The proposed neutral pickup is in agreement with thermal desorption experiments [150, 158], which found it to be the lowest energy channel.

A pickup-induced cluster electric effect implies a change in the surface density of the respective adsorbates. This is illustrated by the electron microscope picture of the collision target, that has been used in the experiments with a Cr, Fe, Ni and Mn dosed surface (see Fig. 5.8). The thick adsorbate layer on the surface, that was deposited by the burn out of the stainless steel wire, has been clearly influenced by the interaction with the cluster beam. The curved structure in the upper right corner can be attributed to the rim of the circular cluster beam. The measured diameter of 8 mm corresponds well to the expected beam diameter at the target. To the left of the rim the target has been exposed to intensive cluster impact. A most prominent feature is the grid-like structure superimposed over the picture in the region interacting with the cluster beam. It corresponds to the ‘shadow’ of the bias grid in front of the target setup which partially blocks the incoming cluster beam and thus prevents sampling of certain target areas by the beam. The markedly different properties of these areas, as compared to areas with cluster impact, is tentatively explained by the ablation process connected with the cluster electric effect. In the shadow of the bias grid, the initially homogenous adsorbate layer is not ablated.

The facile formation of these structures, which have a width of 100 µm, already points to the lithographic potential of the cluster electric effect (see Chap. 8). A visual inspection of other alkali dosed SiO₂ targets, found a clean SiO₂ reflection in the area in contact with the cluster beam as well as areas protected from the alkali vapor as opposed to the alkali-induced milky overlay in the other regions. That the cluster electric effect is indeed connected to an ablation process of surface adsorbates is further illustrated in Fig. 5.10. Sulphur tetrafluoride clusters impinge on a SiO₂ surface that has been dosed with Cs atoms. The figure shows the time dependent charge signal as measured with the differential amplifier. After some ten seconds interaction time, the cluster beam is directed onto a different spot on the surface and the following signal decay is recorded. For both polarities, a similar time constant of 0.02 s⁻¹ is recorded which can be explained in terms of an ablation of alkali adsorbates caused by the cluster electric effect: In this experiment approx-

\[ \frac{dN}{dt} = -\beta \frac{A_e \nu}{A_{\text{beam}}} + \text{diffusion}, \]

where \( \nu \) is the pulse repetition rate and the term ‘diffusion’ accounts for diffusional changes in the surface density of the alkali adsorbates. Neglecting the latter, an exponential decay is obtained. The order of magnitude of the theoretically predicted time constant for the present conditions \( (\beta A_e \nu)/A_{\text{beam}} = \beta \cdot 0.04 \) coincides with the experimentally obtained decay rate, and predicts an efficiency \( \beta \) in the order of several 10 percent. It lies within the previously estimated limits for the overall efficiency \( \alpha \) of the cluster electric effect, \( 10^{-3} < \alpha < 1 \). In spite of the rather good agreement between observed and theoretically predicted decay rate, the time constant might be influenced by a variety of different processes. Further experiments should investigate the influence of oxidation of the alkali adsorbates, or the aggregation of a high surface coverage of alkali adsorbates into supported clusters like in [155].

Figure 5.10: Time-dependence of the charge separation signal. The two curves represent the integral amount of charges that were collected on the target (grid bias ± 200 V) due to SF₆ clusters (impact velocity 1.32 km/s, energy per particle 1 eV, mean cluster size \( N=75 \) at 30 eV electron impact ionization) impinging on a Cs dosed SiO₂ surface at room temperature. The curves were sequentially measured. After 40 s, the beam location on the target was moved (see inset) by translating the latter by 5 mm perpendicularly to the beam axis. The same time constant of 0.02 s⁻¹ was observed for both polarities.
5. The Cluster-electric Effect

While the findings presented in Fig. 5.8 and Fig. 5.10 strongly support the pickup of an alkali metal atom during surface-collision of the cluster, they do not identify the exact nature of the Cluster-Impact-Induced Desorption process. Various mechanisms for alkali desorption from surfaces are documented in the literature. Besides the aforementioned thermal desorption process, the photoinduced (PSD) and electron impact induced (ESD) desorption of neutral alkali atoms from halide crystals [154, 159], graphite [143] and especially from thin oxidic surfaces [130, 160, 161] have been studied. In both cases, the desorption mechanism is based on a re-neutralization of the partially charged alkali adsorbate. In the case of halides, the required electron is provided by a diffusing bulk defect in the form of an F center (an electron replacing a halogen anion) that has been created upon photo- or electron irradiation [162]. Due to the low binding energy at the halide crystal surface (large band gap material), the neutral alkali atoms desorb thermally. The PSD desorption of alkali atoms from graphite (threshold photon energy 3.1 eV) [143] and C\textsubscript{2}O\textsubscript{3} [163] is proposed to follow a resonant scattering of photo-induced, hot substrate electrons into the alkali resonance [143]. The latter is antibonding with respect to the adsorbate-substrate bond, so that the resulting repulsion between alkali atom and substrate can lead to desorption. The filling of the resonance corresponds to a vertical transition to the repulsive wall of the weakly-bound covalent state, like the ion-to-covalent transitions in alkali-halide molecules (see Fig. 5.11). Thus, it can be understood in terms of the Menzel-Gomer-Redfield mechanism [164], with the difference, that the repulsive state is formed due to the trapping of a hot electron in an unstable repulsive state and not via the primary excitation of the adsorbate-substrate complex. The \textit{re-neutralization mechanism} is corroborated by the fact, that photo-induced desorption ceases for high alkali coverage when the alkali adsorbates achieve a metal-like, neutral state[143]. Hot electrons also play a major role in photoinduced processes between adsorbates and metal surfaces. While the lifetime of adsorbate resonances is generally very short (< 2 fs) due to the rapid electronic quenching by the metal substrate, a long-lived resonance (<1 fs, photon energy 3.1 eV) has recently been observed for the Ca/Cu(111) system [165], which led to desorption of neutral caesium [166]. Electron stimulated desorption experiments for neutral alkali atoms from thin oxidized tungsten and molybdenum surfaces [161, 167] as well as from a thin SiO\textsubscript{2} layer (≈10 Å) [130] found threshold energies of 25 eV [161, 167]. In this case the re-neutralizing electron stems from a Auger-process induced by a 2s core-level ionization of the oxygen anion in the oxide layer. The Auger stabilization can lead to a positive oxygen ion as well as a neutralized alkali atom. If the oxygen ion recaptures electrons from the substrate within the lifetime of the neutral alkali atom, the repulsion due to the overlap between the valence orbitals of the O\textsuperscript{2-} and the alkali atom can induce neutral desorption. This is consistent with the observed hyperthermal velocities of the alkali atoms (0.1-0.5 eV) which decrease from Cs to Li [167] due to the decreasing difference between ionic and atomic radius. The strongly reduced desorption of neutral alkali atoms from silicided tungsten [167] indicates that the high energetic Si Auger electrons (≈90 eV) are too energetic for the effective alkali real-neutralization. Experiments using PSD as well as ESD techniques [160] with thick SiO\textsubscript{2} films (≈10 nm) found a considerable lower energy threshold in the order of 4 eV for desorption of neutral sodium atoms. The threshold is explained in terms of re-neutralization through electronic excitations from SiO\textsubscript{2} surface states (presumably to be formed by the trapping of the Na valence electron upon adsorption) or, from SiO\textsubscript{2} defect states. To account for the observed indifference of the CEE with respect to the electronic structure of the target material, a general pickup mechanism which must not draw on specific substrate properties has to be developed. It has to be able to desorb neutral species from the surface, over a wide range of binding energies that range from a few tenth of an eV to more than 2 eV. In this respect it is an advantage that the constituents of the cluster are particles with masses comparable to the adsorbate mass. This also allows for direct impulsive energy transfer during collisions, while photons and electrons under typical conditions can only deposit their energy in the form of electronic excitations, which can be very high in energy. The 25 eV threshold for electron-induced desorption for the alkali/SiO\textsubscript{2} system, which has a binding energy around 2 eV, illustrates this. Direct impulsive excitation, on the other hand, can induce desorption along the minimum energy reaction coordinate, much like the thermal processes.

Two possible microscopic mechanisms that would lead to the desorption of neutral alkali atoms during the cluster-surface collision are schematically depicted in the left panel of Fig. 5.11. It depicts the cluster at the moment of surface impact. The cluster interacts with the surface as well as with adsorbates residing on the impact area by means of collisions of cluster constituents. Energy is transferred...
into the surface. It has already been demonstrated [168] that low-velocity impact (v ≈ 1000 m/s) of molecular clusters built from CCl₄, CH₃CN or benzene on metal surfaces can lead to electron emission ('exo-electrons'), which has been explained in terms of a localized heating of the first few substrate surface layers. With respect to the CEE, the situation is even more favorable. The excitation of the surface electrons during impact does not have to reach the vacuum level. Desorption can already take place when excited charge carriers re-neutralize adsorbed alkali atoms similar to the photon-stimulated desorption of alkali from graphite [143]. This mechanism can be generalized to non-metals, where instead of a free-electron gas, defect states and surface states are which have been populated by the partial electron transfer following alkali adsorption, are excited. In the case of polar molecule clusters required for the CEE, the interaction of the impinging cluster with the electronic surface states can be enhanced by the dipole field of its constituents; e.g. in the form of Stark level shifting (see Adsorbate Interaction in Chap. 5.4.1). Moreover, there are direct collisions between the adsorbate and the cluster constituents during cluster-surface impact. For example, there are in the order of 10 such collisions in a cluster of size 1000, as estimated from the column-density above the adsorbate. Moreover, since alkali adsorbates often form a surface dipole, the interaction between the adsorbate and the polar cluster constituents as mediated via the Coulomb fields, has an increased cross section when compared to the situation for two nonpolar collision partners. These collisions can transfer energy directly to the adsorbate and vibrationally excite the adsorbate-surface bond in this way. This is schematically illustrated in the right panel of Fig. 5.11. The adsorbate-surface bond is approximated by a Morse potential, neglecting all specific substrate details like physisorbed precursor states. Its vibrational population depends on the surface temperature. During cluster-impact, the adsorbate is exposed to a series of collisions. The impulsive energy transfer can excite vibrational quanta of the adsorbate-surface bond: by climbing the vibrational ladder the adsorbate bond is excited to such a level, that it eventually breaks and the adsorbate desorbs into the cluster. This mechanism resembles the way a basket ball lying on the ground is picked up by putting it a few times. However, while for the latter the exact timing of the perturbation ensures that energy flows only to the basket ball, the time sequence of collisions inside the cluster is presumably random. Thus, there also exist collisions which de-excite the adsorbate-surface bond. The energy flow into the adsorbate bond, therefore has the character of a diffusional process. While the energy flow into intramolecular degrees of freedom has received considerable theoretical treatment for systems incorporated into clusters heated by high-energy surface collisions [21, 15, 13], the activation of weak adsorbate-surface bonds during low-velocity cluster impact, has to date not been comprehensively researched. In the case of large energy transfer, or preceding thermal excitation of the bond, a single collision may already suffice to induce dissociation. The elastic energy transfer per collision can be estimated from kinematical considerations: for the central collision of two masses \( m_1 \) and \( m_2 \) with the latter initially at rest, the energy transfer is governed by the ratio of the masses

\[
\frac{\Delta E}{E_0} = \frac{4 m_1 / m_2}{(1 + m_1 / m_2)^2}. \tag{5.2}
\]

In the present experiments the initial energy per particle has been in the range of 0.25 eV (ammonia) to 1 eV (sulphur tetrafluoride) and the mass ratio \( m_1 / m_2 \) varied between 0.13 for the system ammonia/cesium, to 0.81 for the system sulphur tetrafluoride/cesium and 15.4 for the system sulphur tetrafluoride / lithium. For a given cluster constituent, the ratio of the energy transfer to a CEE inducing adsorbate like Li, Na, K and Cs is given by 0.82, 0.98, 0.85 and 0.4 for ammonia, by 0.36, 0.77, 0.94 and 0.87 for sulphur dioxide and finally by 0.23, 0.58, 0.78 and 0.99 for sulphur tetrafluoride. Thus, the energy transfer is generally high, save for the most disparate pairs. Although the model of central collisions is a strong idealization with respect to the real collision processes, the obtained energy transfer ratio nevertheless also governs the flow of energy under realistic conditions. An important caveat with respect to the basket ball pickup is given in terms of the separation of time scales. Excitation of the adsorbate-surface bond can only proceed efficiently during cluster-surface collision if its strength is such, that the perturbation presented by the collisions with the cluster constituents are faster or on the same time scale as the characteristic surface-adsorbate vibration. This is generally the case for binding strengths up to 1 eV, which are comparable with the intermolecular bond within the impacting cluster. Thus, while the pickup by vibrational bond excitation is independent of the surface, it seems to be applicable only to the more weakly bound species. For the more tightly bound species, a not yet specified mechanism, maybe connected to the electric dipole field of the impacting cluster constituents, might lead to a kind of 'bond-softening', followed by vibrational bond excitation and desorption. The mechanisms for cluster-induced desorption developed above seem to be unrelated to a specific cluster property. Adsorbate desorption, as induced by re-neutralization or vibrational excitation of the adsorbate-surface bond, is also in principle possible via the impact of a single, higher-energetic particle. In fact, surface sputtering is a standard surface analysis method. However, during sputtering of the surface with single particles, surface adsorbates are transferred into the gas-phase as individual particles, while the cluster-induced desorption goes hand in hand with incorporation of the adsorbate into the cluster, where it can get solvated and cooled or even react. Moreover, in the case of large molecules it should be of advantage that the energy supply is not point-like, but extended over the whole cluster cross-section. This simultaneity of surface-desorption and cluster incorporation makes this form of pickup useful, e.g., for the incorporation of a reaction partner into a cluster at a given time during a CIMS experiment.

5.4.3 Charge Delocalization

Within the proposed model for the CEE, the surface pickup of an easy-to-ionize adsorbate is followed by its instantaneous ionization within the polar molecule cluster.
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<table>
<thead>
<tr>
<th>Ion</th>
<th>$D$ in $10^{-12}$ cm²s⁻¹</th>
<th>Ion</th>
<th>$D$ in $10^{-8}$ cm²s⁻¹</th>
<th>Ion</th>
<th>$D$ in $10^{-6}$ cm²s⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>H⁺</td>
<td>9.311</td>
<td>Na⁺</td>
<td>1.334</td>
<td>Ca⁺</td>
<td>2.056</td>
</tr>
<tr>
<td>Li⁺</td>
<td>1.029</td>
<td>K⁺</td>
<td>1.957</td>
<td>Cl⁻</td>
<td>2.032</td>
</tr>
</tbody>
</table>

Table 5.1: Diffusion coefficients $D$ for various ions at infinite dilution in aqueous solution at 25°C [169]. Compared to the ions given, the proton features a considerable higher mobility.

This results in the formation of a geminate ion pair. The nature of the ionization mechanism will be discussed in more detail in Chap. 6. To become separated during impact induced cluster fragmentation, the ion pair has to separate whilst inside the cluster, since neighboring cluster constituents are likely to end up in the same cluster fragment. In this case, the cation/anion pair would shield each other, and consequently would not be detected. The respective migration process of the charge carriers inside the cluster is discussed here.

Cation Mobility

The CEE leads to the formation of a geminate ion pair consisting of a metal cation and a quasi-free electron. In this context, the adsorbates can be considered as potential electrolytes which form ions due to the interaction with the polar solvent. This allows for the application of much of the established knowledge concerning ideally diluted electrolytes. The spatial separation of the geminate ion pair can be considered as a diffusion process of two interacting particles, driven by the thermal movement of the solvent and hindered by their mutual attraction. Neglecting the latter, an order of magnitude estimate for the cation movement can be obtained from the diffusion coefficient of the respective ions at infinite dilution in aqueous solution (see Tab. 5.1). Via the Einstein-Smoluchowski equation $D = d^2/2\tau$, the diffusion coefficient $D$ can be correlated to a characteristic jump time $\tau$ using a typical jump length $d$ that equals the intermolecular distance. For the alkali cations it is in the order of some ten picoseconds (Na⁺: $\tau≈33$ ps). Even if one takes into account an increased diffusion coefficient due to an elevated ‘temperature’ in the impact heated front of the colliding cluster, a diffusion of the metal cations within the cluster, on the picosecond time scale of cluster impact, seems improbable. This corroborates the observation, that dissolution of salts, namely NaCl, does not take place on the time scale of cluster impact. Even if the cluster-induced desorption process incorporated NaCl entities into the cluster, they would not separate fast enough within the cluster to become disjunct during cluster fragmentation. Only if salt molecules had been introduced into the cluster (e.g., by means of gas phase pick up) at a time sufficiently long before the cluster fragmentation, cluster fragments carrying the respective salt ions should become observable.

A comparison of the diffusion coefficient for solvated ions like Na⁺ and Cl⁻ with the hydrated excess proton in water (see Tab. 5.1) reveals a remarkably high mobility of the latter, which can be rationalized by the Grotthuss mechanism [170] of structural diffusion. In this model, the proton diffuses not via hydrodynamic Stokes diffusion of a rigid complex, but via migration of a structural defect due to a continual interconversion between covalent and hydrogen bonds. The proton randomly hops from molecule to molecule propelled by the hydrogen cleavage in front of it and the bond formation behind it. Recent ab initio calculations [171] stress the quantum nature of the proton which represents a delocalized defect in the hydrogen-bonded network of water molecules. Since the Grotthuss mechanism involves re-orientations of the water structure, it exhibits a temperature dependence and it was found to cease below 190 K [172]. In an impact-heated cluster, however, the proton should exhibit sufficient mobility that a proton transfer reaction within the cluster leads to charged cluster fragments. This allows this large class of reactions to be investigated with the CIMS method, even if the proton transfer is initiated not until the surface impact.

The ionization process of the picked up adsorbate yields a quasi-free electron as counterpart to the metal cation. The interaction of electrons with polar solvents has been studied in great detail [173, 174, 175, 176, 177, 178]. After the formation of the quasi-free electron, its surplus energy is rapidly thermalized by means of inelastic collisions with solvent molecules. For liquid water this step takes about 20 fs [177]. On long time scales, the electron may finally be stabilized as a molecular anion, or, in the absence of a molecular electron affinity, it may be captured in a potential well formed by neighboring molecules of the liquid. In the latter case, the electron localizes in a preexisting trap on a time scale of $\approx 200$ fs [177], where it forms a ‘wet electron’ which can be considered as an excited state of the solvated electron [177]. In this two-state model, the wet-to-solvated electron transition proceeds via an internal conversion [179] and is connected to librations or translations of the surrounding water molecules [173, 177, 175, 176] on a time scale of between 200 fs and 1 ps. In clusters of finite size, often a minimum number of solvent molecules is necessary to form such an electron trap. Experiments have found $N_{\text{min}}$ to be 2 for H₂O, D₂O, HCl and C₆H₁₂(OH)₂ whereas for NH₃ an unexpected high $N_{\text{max}}$ of 35 has been observed [180, 181, 182]. For ammonia a strong yet unexplained isotope effect has also been observed with $N_{\text{min}}$ being 41 for ND₃.

Theoretical treatments [183] exploring the nature of the excess charge distribution based on quantum path integral simulations, found that in medium sized water cluster (8 ≤ N ≤ 32) the excess electron is surface bound. Only with increasing size, the volume bound state becomes more favorable. Small ammonia cluster anions do not support stable electronic surface states. This explains the late onset of stable ammonia cluster anions, as internally bound states exist only for N > 30.

The high mobility of the quasi-free electron inside the liquid is illustrated by the small recombination rate of electron-cation pairs observed following photo-excitation of neat water, which indicates, that the two species separate from each other [173]. In the case of electron stabilization via the formation of a molecular anion, resonant charge exchange can occur, as has been observed for cations in He clusters [184] with a diffusional time constant on the picosecond time scale. There is a fundamental difference in the solvation of the electron and an ion. The high mobility of the quasi-free electron allows it to sample the liquid for preexisting traps in which it settles and relaxes to the ground state of a solvated electron. Here, the solvation process is only connected to small solvent rearrangements. The slower resonant charge transfer between anions, will not always settle for the optimum
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Figure 5.12: Left panel: Coulomb attraction of the ion pair at distance d without dielectric shielding (full line). The dotted line gives the energy required to further increase the distance by 1 Å. Right panel: Schematic picture of the fragmentation process of larger clusters, induced by cluster-surface collision. The cluster is compressed as its back part is still moving on whereas its front has already been reflected. Sideways movement of cluster material is the consequence which leads to impulsive fragmentation.

So far, the separation between the electron and the cation has been treated as a diffusional process neglecting the mutual attraction which counteracts the separation. In Fig. 5.12, the Coulomb attraction for a geminate ion pair as a function of separation distance is plotted without the influence of dielectric shielding. To take the latter into account, only the electronic part of the respective substance should be used, since the presence of multiple solvation centers combined with the finite cluster size hinders the optimal orientation of the molecular dipoles of the cluster constituents (see Chap. 3). Additionally, under the cluster impact conditions, the energy introduced into the cluster should destroy ordered solvent structures. As can be seen, the mutual attraction at a typical intermolecular distance of 3 Å is still in the order of some eV. The dashed line gives the energy necessary to further increase the separation of the ion pair by one Å. Diffusional processes can be the driving force for separation within the cluster, if the energy required for each jump, is smaller than the available thermal energy. This is only the case for distances of several Å. This implies that the ionization process itself should include a non-negligible initial charge separation, which can increase further by diffusion.

### 5.4 Microscopic Model

#### 5.4.4 Cluster Fragmentation and Inertial Charge Separation

The collision induced fragmentation of molecular clusters presents the essential step in Cluster Impact Mass Spectrometry that transfers the contents of the ‘test tube’, in the form of individual particles or small cluster fragments, into the gas phase, whereupon they are straightforwardly and unambiguously mass analyzed. As part of the Clusterelectric Effect, it serves to separate the geminate ion pair created inside the impacting cluster and thus reveals the exact nature of the charge transfer process induced by the interaction of a picked up surface adsorbate and the cluster constituents as solvent.

Several theoretical [16, 185, 186] as well as experimental [187, 188, 189] investigations of cluster-surface collisions exist in the literature. In an idealized picture, the front of the cluster is reflected upon impact and starts interacting with its back part which is still approaching the surface. The ensuing collisions between the cluster constituents drive the transfer of the kinetic energy contained in the center-of-mass movement of the cluster into internal degrees of freedom. For normal incidence, a zero order estimate for the duration of the cluster-surface collision is given by the advection time, i.e. the ratio of cluster diameter and impact velocity [190]. As pointed out in Chap. 1, the resulting time scale crucially determines into which internal degrees of freedom the energy flows. Numerical simulations [191] of the impact of a mixed Ar / Ne cluster of size N=111 on a rigid surface with an impact velocity between 100 m/s and 700 m/s — corresponding to impact energies per monomer between 0.05 and 1.6 times the binding energy per monomer — find an overall efficiency for this transfer between 0.8 and 0.95. Although energy transfer into the surface has been neglected in this model, the ‘thermalization’ of the originally directed energy by the cluster-surface collision is remarkably high. The main reason for this behavior has been identified [17] to be the random orientation of the interatomic distances in a molecular cluster.

The two limiting cases for the fate of an impact-heated cluster are obvious: at very low impact velocities, the clusters recoils ‘hot’ but essentially intact, stabilizing itself by evaporation of monomers on longer time scales. Very high impact velocities, on the other hand, lead intuitively to complete disintegration of the cluster. The key parameter that governs the outcome of cluster-surface collisions is the ratio of total impact energy and total cluster binding energy. For example, a theoretical simulation of argon clusters (N=111, binding energy 0.065 eV/atom) impacting on a flat model surface [187] found almost intact rebounding of the cluster at a translational energy of 0.025 eV per monomer, strong monomer evaporation combined with a surviving cluster core between 0.05 and 0.1 eV and almost complete destruction of the cluster at 0.5 eV.

In the regime of high-energy cluster-surface collisions, characterized by a ratio of impact energy to total binding energy well above unity, the complete, instantaneous fragmentation of the impact heated cluster takes over from evaporative cooling. This has recently been experimentally and theoretically described [192, 189, 193, 194]. A very sharp transition between the two regimes has been discovered and explained in terms of a competition between two entropic effects. The large entropy related
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to the many possible configurations of a large cluster, stabilizes energy in the intact cluster. It accommodates the additional energy provided by the surface collision by isomerization to configurations with fewer intermolecular bonds. On the other hand, the entropy connected to the translational motion of individual particles favors the disintegration of the cluster. Each contribution is exponentially large, so that at the point where the two effects are balanced, small changes in the collision parameters can result in large variations of the probabilities of the two outcomes [15]. Only when the absorbed energy would be sufficient to evaporate a substantial amount of monomers in a concerted manner, namely when it surpasses considerably the total intermolecular binding energy, does the translational entropy win and shattering occurs [193]. Moreover, the high-energy impact of an ArSO₄ cluster on a sodium chloride surface at a velocity of 3000 m/s [16] was found to develop an internal shock wave which formed a transient medium with extreme density, pressure and temperature within the cluster. The formation of such a shock wave has been studied for Kr clusters scattered from a Pt surface at total incident energies between 10⁻¹⁰⁶ eV [185, 19]. In this context of high-energy collisions the surface itself can no longer be considered to be an idealized means to inject energy into the cluster since it actively takes in the processes. Cluster impact can lead to substantial surface damage [16] or surface reactions; e.g., the hyperthermal impact of alkali fluoride clusters on silicon led to the formation of surface fluoride species [195].

At very low impact energies, the cluster rebounds almost intact but hot. Even if there is no substantial evaporation during the picosecond time scale of the collision, the cluster stabilizes itself during the microsecond timescale of the collision process, whereupon it decreases considerably in size. After scattering, the size of the remaining cluster is found to increase with initial size and with surface temperature, while it decreases with incident velocity [196, 197]. For large impact angles with respect to the surface normal, the cluster was found to slide along the surface for tens of nanometers [197]. During the gliding motion the cluster is further heated by energy transfer from the surface and it starts to decompose by monomer evaporation. When the cluster reaches a certain temperature, ≈950 K for water clusters [198], extensive fragmentation (see Eq. (2.16)) forces the remaining large cluster to leave the surface. The dynamics of cluster-surface scattering in the energy regime between intact rebound and shattering has been described in terms of a dynamic zone structure model [190]. The first zone comprises the cluster constituents with surface contact which undergo thermal equilibration at the surface. They may experience a repeated trapping/desorption process before they recollide with the cluster and participate in slowing it down via momentum transfer. A second zone is defined by particles that get compressed between the surface-bound layer and the approaching constituents from above. This zone heats up to T_{evap} and starts evaporating monomers. The achievable temperature depends on cluster stability and varies between 140 K for Ar clusters [190], 600 K for ethanol clusters [199], between 300 K and 600 K for ammonia [200] and 950 K for H₂O clusters [198] as obtained from the angular distribution of the evaporated monomers. The evaporation takes place in thermal equilibrium with the intermolecular degrees of freedom of the cluster. When all normal kinetic energy has been dissipated into evaporation,

<table>
<thead>
<tr>
<th>SO₄</th>
<th>SF₄</th>
<th>NH₃</th>
<th>H₂O</th>
<th>Ar</th>
</tr>
</thead>
<tbody>
<tr>
<td>236.1</td>
<td>232.7</td>
<td>239.8</td>
<td>373.2</td>
<td>87.29</td>
</tr>
<tr>
<td>ΔH_{int}(T_{evap}) / eV</td>
<td>0.258</td>
<td>0.274</td>
<td>0.242</td>
<td>0.421</td>
</tr>
<tr>
<td>E_{surf} / eV</td>
<td>0.56</td>
<td>0.95</td>
<td>0.15</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Table 5.2: Comparison of the binding energy per monomer and the collision energy per monomer. Collection of the standard boiling point T_{b}, the enthalpy of evaporation at the boiling point and the collision energy per particle of a cluster impacting on a surface with a velocity of 1.3 km/s, which is typical for seeded beam expansions.

there might still be a fraction of the incident cluster left - zone 3 - which has been slowed down to zero normal velocity before it reaches the surface. While it leaves the surface with only a small amount of momentum in the normal direction, the tangential velocity component has not been changed, so that it is scattered in near grazing direction [201, 202, 191]. In general, the process resembles the Leidenfrost phenomenon, according to which the rate of vaporization of a liquid droplet on a sufficiently hot plate is efficiently reduced by the formation of an isolating vapor layer. However, in the case of cluster-surface collisions, the energy for the evaporation of the constituents stems from the normal component of the kinetic energy of the incident cluster [190]. Within this model, the size of the remaining core cluster can be estimated from an energy balance between the incident energy and the energy dissipated by monomer evaporation. For an idealized flat, rigid surface with zero trapping probability one obtains [190]:

\[
N = \frac{3 k_B T_{evap} + 9 E_{b} - (1 - c_{m}) m v_0^2 \cos^2 \Theta}{2 E_b},
\]

where \(3 k_B T_{evap}\) stands for the energy stored in the excited internal degrees of freedom of the cluster, \(E_b\) for the energy necessary to remove one constituent, \(m\) for the constituent mass, \(N\) for the size of the impinging cluster, \(\Theta\) for the incidence angle of the cluster, \(v_0\) for the initial cluster velocity and \(n\) for the size of the surviving cluster relic. Additionally, \(c_{m}\) has been introduced to account for the coupling of normal to tangential kinetic energy within the compressed cluster (see Eq. 5.12). With the help of Tab. 5.2, the present experiments can be discussed with respect to shattering or rebounding dynamics. It presents the impact energies per cluster constituent for several of the investigated systems under typical experimental conditions. Additionally it provides the enthalpy of evaporation. While there is considerable difference between the binding energy of the monomer and the enthalpy of evaporation for bulk substances due to the reduced number of neighbors for surface constituents, the binding energy per monomer of small to intermediate clusters is very well approximated by the enthalpy of vaporization, since a considerable fraction of the constituents resides at the strongly curved surface. It becomes evident, that only the heavy systems like SO₄ or SF₄ accumulate sufficient energy in the seeded expansion to reach the onset of the shattering regime. The same is true for Ar, in this case due to its weak intermolecular binding. For these three cases sufficient energy is provided, even taking into account the energy transfer to the surface,
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to completely destroy the cluster. For ammonia the impact energy corresponds to 
60% of the binding energy per monomer and for the hydrogen-bonded water only 
40% are provided by the impact energy. The dynamic zone model from Eq. (5.3) can 
be applied to ammonia and water under normal impact incident using the param-
teers $C_{mic} = 0.35$ [190], $E_p = \Delta H_{mic}(T_i)$, $T_{mic}(H_2O) = 950 K$ [198], $T_{mic}(NH_3) = 600 K$ [200]. It predicts no evaporation of the water clusters during the surface collision and 
around 10% evaporation for the ammonia clusters. Since both molecules are 
relatively light-weight, the seeded beam technique can accelerate them to impact 
velocities in the range of 1700 m/s. In this case the above model predicts 10% in-
stantaneous evaporation for the water clusters and 40% for ammonia. Even though 
the latter two system only marginally disintegrate during surface-impact, there is 
considerable evaporation on the microsecond time scale of detection. To cool down 
from 950 K to 300 K - the evaporation rate at this temperature corresponds with $10^6$ 
to the inverse detection time scale (Eq. (2.16)) - a water cluster has to evaporate an 
additional 20% of its constituents.

The prediction of the dynamic zone model that the tightly bound, light-weight 
ammonia and water systems disintegrate only moderately during surface-collision 
whereupon they stabilize via monomer evaporation, seems to be inconsistent with 
the observed charge separation in the context of the CEE. Since neutral monomers 
are generally more weakly bound than the incorporated ion, evaporation would al-
ways proceed via the neutral channel. The gaseous ion pair would not get separ-
ated and would etude evaporation due to its mutual shielding. However, the above 
model does not take into account the highly asymmetric perturbation introduced 
into the cluster by surface-impact. With the front of the cluster rebounding from 
the surface and the back part of it still approaching the target, the only direction of 
relief for the compressed interior of the cluster is sideways. This situation is de-
picted schematically in the right panel of Fig. 5.12. During impact, the cluster thus 
forms an oblate overstructure on the target which can spontaneously segregate into 
several substrutures following the rupture of relatively few bonds. This cleaving 
would be highly unlikely for more spherically shaped clusters as is obvious from the 
analogy of macroscopic liquid drop models. This fragmentation has indeed been 
observed in theoretical simulations [203] of water cluster surface-collisions starting 
from velocities of 1300 m/s. The transition from pure evaporation to fragmentation 
during surface impact has also been described for the mixed clusters of Ar / Ne 
[191] starting from impact energies of 80% of the monomer binding energies.

In the present experiments, the disintegration dynamics of the impacting cluster lies 
between the regime dominated by intact rebound followed by monomer evaporation 
on the one hand, and the complete shattering of the cluster on the other hand. This 
is consistent with the overall structure of the observed mass spectra for the scattered 
charge carriers. They reveal cluster fragment ions of intermediate size amounting 
2As will be discussed in Chapter 7, the delocalized electron detaches easily from the impact 
heated ammonia and water clusters due to their lack of a molecular electron affinity. In this case 
the positive cations are observable even without cluster fragmentation. However, by doping the 
ammonia clusters with an electron scavenger (Chap. 7), the electron is stabilized within the cluster. 
The above discussion pertains to this case.
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to roughly 10% of the size of the impinging clusters. For systems that already reach 
into the shattering regime, these structures can be explained in terms of an enhanced 
binding energy between cluster constituents and the incorporated ion. Even when 
the shattering for the neutral interaction strength is reached, the ion cores retain 
their stronger bound environment. Since the size of the observed so-called shell 
should correlate to the solvation energy of the respective core ions, this opens up 
an interesting field for future work, namely the interpretation of the variation of the 
solvent shell size in terms of solvation energy data available from equilibrium mea-
surements from high pressure mass spectrometers [204]. Due to the deformation 
during surface contact, systems closer to the evaporative regime fragment into sev-
eral entities, which subsequently stabilize by monomer evaporation. With respect to 
the CIMS method, the selection of the solvent molecule as well as of the impact en-
ergy allows for the variation of the cluster fragmentation dynamic between these two 
prototype behaviors. When robust charge transfer reactions are investigated often 
defragmentation-induced fragmentation followed by evaporative stabilization is already 
sufficient. In the case of investigations concerning the dynamics of a process, the 
instantaneous disintegration of the cluster upon surface collision is necessary and 
thus, higher impact energies or weaker bound solvent clusters are required. In this 
case it should be noted, that by seeding water in hydrogen instead of helium, the 
direct disintegration of water clusters should be possible.

So far, collision-induced cluster fragmentation has been described as a means to 
spill out the contents of the molecular 'test tube' for mass spectrometric investiga-
tion. With respect to charged reaction products of the CEE, a further aspect becomes 
important. The separation of a mutually attracting gaseous ion pair requires addi-
tional energy as opposed to neutral products. The left panel of Fig. 5.12 gives the 
unshielded Coulomb interaction energy of a gaseous ion pair for various separa-
tions inside the cluster. They typically amount to energies around one eV. Due to 
cluster fragmentation, the dipole chains that shield the Coulomb interaction inside 
the cluster get ruptured and surface charges are formed on the entities surrounding 
the core ions, so that the total Coulomb interaction between the cluster fragments 
carrying the ions corresponds to the unshielded value. However, by increasing their 
mutual distance within the cluster, the total Coulomb energy is strongly decreased. 
While temporal charge transfer in gas-phase collision pairs can often be inferred 
only indirectly (e.g. via the scattering behavior of the collision partners [18]), since 
there is not enough energy available to separate the charged products, this is dif-
f erent in the case of CIMS measurements. Although the kinetic energy per parti-
cle, especially after the surface collision, is also generally lower than the necessary 
amount, charge separation can be achieved by energy pooling between the cluster 
constituents surrounding the core ions. It is the inertial movement of the cluster 
fragments (Inertial Charge Separation), that provides the necessary energy. Assum-
ing a Coulomb interaction of 1 eV and the above impact conditions for a SO, cluster 
especially with respect to the efficiency of 0.35 for the conversion of normal trans-
lational energy into tangential one, a fragment consisting of three SO, molecules 
could already separate the gaseous ion pair.
Chapter 6

Fast Electron Transfer Mechanism

The key to the observed charge separation is the pickup of an alkali atom during the cluster-surface collision. This chapter focuses on the mechanism that subsequently delocalizes the alkali valence electron within the molecular cluster, which is the essential step to allow for charge separation during the impact-induced cluster fragmentation. As will become evident from a survey on previous investigations of solvated metal atoms, the delocalization of alkali valence electrons in polar solvents is a known effect which confirms this aspect of the proposed CEE mechanism. However, while previous equilibrium studies show that the formation of a cation/anion pair is energetically favorable, it is hardly possible that solvent rearrangements can establish this equilibrium under cluster-impact conditions. To reconcile the observed charge separation with the limited time window given by the advection time of the cluster, a new, fast electron transfer mechanism is proposed which is based on field-induced charge transfer.

6.1 Electron Delocalization in Bulk Polar Solvents

As early as 1863 a blue discoloring was observed upon dissolution of bulk alkali metals in liquid ammonia [124]. This was explained in terms of spontaneous ionization of the alkali atom inside the solvent which leads to the formation of a solvated cation and a quasi-free electron. Since ammonia does not exhibit a molecular electron affinity, the electron is stabilized in a solvent cavity with a radius of 300-340 pm which is formed by rearrangements in the solvent [178]. The electron and the cation are screened individually by the surrounding dielectric medium. The Coulomb energy of the ionization process is compensated by the reorganization of polar solvent molecules around the two-center charge distribution. The spectroscopic properties of such a solution are governed by the interaction of the electron with the solvent molecules and are almost independent of the alkali cation [205, 178]. Its broad absorption spectrum has a maximum at \( \lambda = 1500 \text{ nm} \) and extends into the visible, which results in the observed blue color. The cavity model for electron stabilization is consistent with the observed decrease in solution density compared to pure liquid ammonia. Solutions of alkali metals in ammonia are strong reducing agents. They can induce hydrogen atom abstraction in protionic compounds. The alkali/ammonia solutions are generally unstable on a time scale of hours; e.g., with respect to imide formation: \( \text{M} + \text{NH}_3 \rightarrow \text{MNH}_2 + \frac{1}{2} \text{H}_2 \). Spontaneous ionization and the formation of solvated electrons in liquid ammonia has also been observed for the heavy group II elements Ca, Sr, and Ba as well as the lanthanides europium and ytterbium [124]. They all share a low metal lattice energy, a low ionization potential as well as a high solvation energy.

Alkali metal dissolution with concomitant formation of free electrons has also been observed for aliphatic amine and in hexamethylyphosphoramide P(NMe_2)_3. Furthermore, heavy alkalis like K, Rb and Cs also solvate with spontaneous ionization in tetrahydrofuran (molecular dipole moment: 1.63 debye), ethyleneglycoldimethyl-ether and other polyethers [124]. Like ammonia, they do not exhibit a molecular electron affinity, so that ionization is accompanied by the formation of solvated electrons. While the characteristic discoloring associated with the solvated electrons indicates a successful charge separation inside the solvent and has focused much interest on the phenomenon, the driving force behind the ionization process as such are the dielectric properties of the solvent. The solvation process of ions via the re-orientation of dipolar solvent molecules or the polarization of surrounding solvent molecules makes the presence of a cation/electron pair more energetically favorable than a neutral atom incorporated into the solvent. Based on this, solvent induced ionization should be a very general phenomenon, even in systems where the formation of solvated electrons is not observed. The CEE measurements performed using sulphur dioxide clusters are an illustration of this. Here, the stabilization of the electron is achieved via the molecular electron affinity of SO_2. The interaction of alkali atoms with liquid water [206, 207, 208], which will be treated in more detail in Chap. 7, is another example. While the spontaneous ionization of the sodium atom seems to be the fundamental step, much like the case of ammonia, a chemical reaction is initiated in the presence of several alkali atoms leading to the well-known hydroxyd formation. Thus, there is a class of solvents, in which the spontaneous ionization is disguised by subsequent anion formation or chemical reactions.

6.2 Solvated Metal Atoms - Observations in Clusters

Also experimental and theoretical studies of the solvation of alkali metal atoms in polar molecular clusters have been performed. In a variety of systems including water, ammonia and acetonitrile [218] their size-dependent spectroscopic properties, especially their photoionization threshold (IP), have been investigated. For example, the IPs of clusters having the composition Me(H_2O)_k with Me=Li [211, 219], Na [220, 212, 208] and Cs [213] as well as Me(NH_3)_k with Me=Li [211, 215], Na [208, 221, 216] and Cs [213] have been investigated by photoionization mass spectrometry (see Fig. 6.1). The compounds have been formed by means of adiabatic expansion of the solvents combined with either a pickup oven-source or with a laser-ABLATION source for the metal atoms. In the water system, the IP was found to decrease rapidly with the addition of up to four water molecules to the metal.
Figure 6.1: Size dependent photoionization thresholds for solvated metal atoms taken from the literature. Left panel: For alkali-water clusters the IP rapidly approaches a constant value which is independent of the specific species and closely coincides with the bulk limit of the vertical detachment energy (VDE) for solvated electrons in water clusters. Center panel: For the ammonia system, the photoionization thresholds for the presented metal atoms monotonically approach a common asymptotic value which again coincides with the bulk limit of the measured VDE. When compared to the water system, convergence is slower and can be understood from the lack of bound surface-states for small ammonia clusters [183]. Right panel: The pronounced variations with cluster size for the acetonitrile system indicate the importance of solvent structure for the ionization potential, which is in this case subject to two strong influences: the solvent-metal interaction as well as the solvent-solvent interaction of the highly polar cluster constituents.

atom, beyond which the IP forms a plateau for larger cluster sizes. The value of the latter compares well with the bulk value extrapolation of the vertical detachment energies (VDE) of H2O•− of 3.3 eV [209]. In the case of ammonia as solvent, the IPs have been found to decrease monotonically with increasing cluster size in the observed size window. Again, the extrapolated bulk limit also coincides very well with the VDE limit of 1.45 eV [117] for (NH3)4+. For both systems, the results have been found to depend on the chosen alkali atom only for the first few solvation steps, while for larger aggregates with n ≥ 4, the size-dependent IPs for the different alkali atoms converge to a common function which is characteristic for the solvent only. This behavior is interpreted in terms of the formation of an ion-pair state [222] consisting of a solvated alkali cation and a solvated electron which is not strongly dependent on its counter ion. The energy for charge separation, which in the gas phase is approximately 5 eV, has to be provided by the interaction of the solvent molecules with the metal atom and the formation of solvation shells. The difference between ammonia and water as solvents is attributed to the existence of surface states in the case of water, which are already available at small cluster sizes [223], whereas ammonia only forms internal bound states for the solvated electron [5]. The proposed electron transfer from alkali atom to the solvent is supported by theoretical calculations [224, 225, 222].

Besides ammonia and water, acetonitrile has been investigated as a solvent for Li, Na [217] and Cs [213]. Acetonitrile has a dipole moment of 3.92 debye, which is much larger than that of ammonia and water and has been found to be able to directly stabilize an electron in a dipole bound state [226]. For Cs, a lower IP for compounds with 2 and 3 solvent molecules compared to solvated clusters with n from 4 to 6 has been found [213]. The IP then reaches a plateau for more than 12 solvent molecules at a value of 2.4 eV (see Fig. 6.1). The minimum of the IP has also been observed for the sodium and lithium system for three solvent molecules from where the IP increases and reaches a plateau of ≈3.1 eV and ≈3.5 eV respectively, for six to eight solvent molecules. While the behavior of the IP in small aggregates is proposed to be influenced by the strong dipole interactions of the solvent constituents and its influence on the solvent shell, the general decrease is tentatively explained in terms of an electron transfer to the solvent with the stabilization of the electron by the molecular dipole moment [217].

A recent set of papers [227, 228, 214] investigated the group III metals Al, Ga, and In embedded in clusters of ammonia. The complexes have been created by laser ablation of a metal target (KrF excimer laser) and subsequent cooling of the vaporized material by means of adiabatic expansion within a mixture of NH3 and H2. Wavelength-dependent one-photon-photoionization mass spectra have been obtained for Al(NH3)4, with n up to 13, as well as for Ga(NH3)4 and In(NH3)4, with n up to 3. They indicate a decreasing cluster IP as the number of ammonia molecules in the cluster increases. The single-ammonia compounds Al(NH3)4, Ga(NH3)4 and In(NH3)4 [227] already exhibit a strong redshift of the IP with respect to the bare metal atoms, which is rationalized via the strong interaction of the ammonia electron lone pair with the metal atom. The IP decreases further with subsequent addition of ammonia monomers. For the Al(NH3)4 system [214] distinct regions in the cluster-size dependence of the IP are identified. The largest decrease that takes place is up to three solvent molecules. Here, a strong Lewis-acid Lewis-base like interaction between the metal and the ammonia molecule takes place [214]. The system can still be described by a one-center state having the electron very near the metal atom. The less rapid IP decrease for n ≥ 3 suggests that the valence electron begins to delocalize forming a Rydberg-like surface state which, between 4 ≤ n ≤ 8, is being squeezed out of the orbit close to the metal ion into an orbit where its density is predominately associated with ammonia hydrogens. Then, with increasing cluster size, a gradual electron solvation takes place. The further weak decrease of the IP, which again extrapolates [214] to the VDE bulk limit of negatively charged ammonia clusters, is consistent with a two-center model [222] which describes the valence electron by an orbital localized far away from the cationic core. An ion pair state is formed, in which both, the Al+ and the electron, are surrounded by ammonia molecules. Theoretical ab initio investigation of the Al(NH3)4 system by means

Group III Metals.
of density functional theory (GAUSSIAN) [228, 214] confirmed the experimental results by showing that the radial probability of the Al valence electron becomes more diffuse as the number of ammonia molecules around it increase from zero to four. Comparison of the measured IPs for Na, Cs and Al clustered with ammonia as a function of n [228], reveals a marked dependence of the IP on the element only for small n, whereas for n > 5 they extrapolate to the same value. These results also confirm that for group III metals clustered with ammonia, complete solvation of the valence electron takes place for large cluster sizes. This is in accordance with the finding that indium is inducing the CEE.

6.3 Fast Electron Transfer: Field-Ionization by Point-Charges

As indicated above, alkali as well as group II & III metals tend to give away their valence electron if they are surrounded by polar molecules like ammonia or water, be it in a macroscopic solution or in a cluster of sufficient size. In this context, it is not the observed decrease of the photoionization threshold of small metal-atom/solvent compounds alone that indicates the electron solvation, since the stronger solvent/metal-cation bonds compared to the solvent/atom interaction generally reduce the ionization potential. The experimental proof consists in 1) directly observing the solvated electrons made visible by the discoloring of the bulk solutions, in 2) the observed asymptotic behavior of the IP which for water and ammonia reaches the VDE bulk limits for solvated electrons, as well as 3) the independence of the IP from the specific nature of the alkali atom for large sizes of the solvent cluster. Thus, in these solvents it is energetically more favorable to form a two-center, separately solvated ion-pair state as opposed to the solvation of a neutral metal atom. Under equilibrium conditions, this preferred state is reached via reorganization of the solvent molecules. The experimental observation of this delocalization in metal-doped solvent clusters indicates that the microsecond time scale between the doping of the cluster and the measurement of the cluster ionization potential is sufficient to reach the energetically most favored state. In these experiments the doping of the cluster generally took place in a region of high particle density of the adiabatic expansion, either via concomitant laser ablation [227, 217] or via a pickup oven-source close to the nozzle [216]. Therefore, the clusters are still hot with respect to internal excitations and readily accommodate the introduced alkali atom.

The solvent structures corresponding to the equilibrium structures around metal atoms have been theoretically investigated; e.g., for the systems Na(H₂O)ₙ, with n = 1 – 6 [229] and Na(NH₃)ₙ, with n = 1 – 6 [230] by using ab initio molecular orbital methods. In a recent work the geometry of Li(H₂O)ₙ, with n = 1 – 6, [225] was found to correlate well for n ≥ 4 with the solvation structure of the respective cation. This further confirms the two-center ionic state. The delicate relation between the electronic structure of the solute and the geometric structure of the solvent, is illustrated by the experimental as well as theoretical studies of the alkali/acetonitrile system [217, 213]. Due to the strong dipole-dipole interaction of the acetonitrile molecules, a second boundary condition is introduced (see Fig. 6.1). Besides optimizing the solute-metal interactions, the system also tries to minimize also the solvent-solvent interaction energy. This leads to structural rearrangements with increasing cluster size. With the changing geometric structure of the solvent shell, the electronic structure of the solute also changes. This is reflected in the fluctuation of the cluster IP as a function of the cluster size, which is markedly different from the situation in less interacting solvents like water and ammonia. Due to the difference in the time scale between electron and solvent movement, and also in the inertial masses connected to such movements, the electrons generally follow the movement of the solvent molecules much like the Born-Oppenheimer approximation. In a cold environment the preferred direction of movement of the solvent molecules at a given instance of time depends on the current electronic structure of the solute. After a time ∆t the solvent molecules will have changed their position. At the same time, the electronic structure of the solute rearranges to the new solvation geometry. These steps reiterate, disturbed by thermal fluctuations, until a solvent structure is reached that minimizes overall energy.

Enter the problem with the Clustered Effect. Here, the metal solute is brought into contact with the polar molecule cluster during a cluster-surface collision. Under typical experimental conditions the impact has a duration in the order of one picosecond, as estimated from the advection time of the cluster. This is shorter than, or at most comparable, to solvent relaxation times [174]. Within this short time window, the alkali adsorbate has to be picked up, its electron has to delocalize and the formed germinate ion pair has to become spatially separated by cluster fragmentation. Furthermore, the impact heated cluster is highly excited, which is reflected in strong fluctuations in the relative orientation of the cluster constituents. The thermal movement of the cluster constituents counteracts the formation of a well defined solvent structure around the picked up surface adsorbate. Compared to the high amounts of energy injected into the cluster during surface impact, the local minimum in configuration space that corresponds to the solvated adsorbate is too shallow to influence the movement of the cluster constituents. Experimental proof of this conjecture is represented in the absence of magic numbers in hot cluster ions as discussed in Chapt. 3. Furthermore, the experimental observation that both SO₂ (EA ≈ 1 eV, dipole moment 1.6 debye) and NH₃ (EA ≈ 0 eV, 1.3 debye) exhibit a strong clustered effect, although their ability to stabilize an electron is very different due to the vanishing electron affinity in the case of ammonia, indicates that the delocalization of the electron proceeds independently of subsequent ion or electron solvation processes. Since neither the short time window for the electron transfer to the cluster nor the energy-rich environment of the picked up adsorbate seems to allow for the formation of solvate structures that would make electron transfer reaction to the surrounding cluster energetically favorable, a new electron transfer mechanism is proposed, which relies on the direct interaction of the alkali atom with individual cluster constituents instead of relying on collective structures. Motivated by the observed fundamental importance of a molecular dipole moment for the CEE, the electron delocalization mechanism is based on the interaction of the solute with the partial point charges associated with the molecular dipole mo-
ment of the cluster constituents. The character of the proposed model is that of a field-ionization-mechanism which has been successfully applied in field-emission microscopy as well as to the ionization processes in the focus of strong laser beams. They all consider the electron to be bound in a superposition of Coulomb core potentials and an external disturbance e.g. a static electric field. A prominent example is the so called Barrier Suppression Ionization (BSI) model which was suggested by Codling et al. in the late 1980s [231], after which it was improved and rationalized by Bandrauk et al. [232, 233] and analytically treated by Schröder et al. [234]. Ionization takes place when the external perturbation deforms the ion core potential to such an extent that the electron becomes quasi-free and escapes into the accessible half-space.

The proposed model is restricted to the single-active-electron approximation, which is moving in a one dimensional potential of the cation core. The perturbation is represented by a dipole field approaching the adsorbate along the model axis having the most favorable orientation. The corresponding electrostatic potential experienced by the electron is given by

\[
V(x) = -\frac{e}{4\pi\varepsilon_0} \left( \frac{q_A}{|x|} + \frac{q_d}{|R - x|} - \frac{q_d}{|R + d - x|} \right),
\]

where \( R \) stands for the distance between the picked up adsorbate and the positive partial charge of the approaching dipole. The parameters \( q_d \) and \( d \) represent the absolute value of the partial point charges which set up the dipole field (see Fig. 6.2) and their mutual separation. Together with the effective core charge \( q_A \) of the adsorbate cation, these parameters allow for the adaptation of the model to the employed systems. To simulate a sodium atom with atomic radius of 1.896 Å and an ionization potential of 5.138 eV a \( q_A \) value of 0.68 can be calculated from the Coulomb law. To model a polar molecule like HF with a dipole moment of 1.96 debye and a bond length of 0.917 Å, the respective parameters are \( d=0.917 \) Å and \( q_d=0.449 \).

With respect to the choice of the molecular dipole moment, it is interesting to note that the absolute value changes in passing from the gas to the liquid phase. A recent \textit{ab initio} calculation [235] for water found that the dipole moment increases from the gas phase value of 1.85 debye to \( \geq 3 \) debye which is explained in terms of self-consistent mutual polarization effects in the condensed phase. The dipole moments of clustered molecules generally lie between the gas and the liquid phase.

Fig. 6.2 depicts three stages during the approach of a HF molecule towards a picked up sodium atom. At a distance of \( R=12 \) Å the potential wells of the sodium atom (left black circle) and the HF molecule (right black pair of circles) remain almost undistorted. The sodium valence electron is localized at the sodium core with a binding energy of \(-5.14\) eV which corresponds to the sodium ionization potential (dashed line). At a distance of \( 6 \) Å the interaction of the positive partial charge with the sodium atom starts to decrease the barrier between the atom and the approaching polar molecule. Stark shifting of the electronic levels has been neglected in this schematic model. Upon further decreasing the mutual distance \( R \) down to \( 4.26 \) Å, the barrier between atom and molecule finally falls below the level of the sodium valence electron and allows it to move freely between the two entities. This is the
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<table>
<thead>
<tr>
<th>Fr</th>
<th>Ru</th>
<th>Nd</th>
<th>Sr</th>
<th>Ti</th>
<th>Nb</th>
<th>Ta</th>
<th>Se</th>
<th>Zr</th>
<th>Hf</th>
<th>Ru</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cs</td>
<td>K</td>
<td>Na</td>
<td>Li</td>
<td>Al</td>
<td>Ga</td>
<td>Cr</td>
<td>Ni</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.3: The role of the ionization potential. In the present work, adsorbrates from elements represented by full circles have been found to induce the cluster electric effect. Al and Ga (black diamonds) have been added to the list because photoelectron spectra of these metals embedded in polar solvent clusters indicate an electron delocalization [227, 228, 214, see Chap. 6.2]. Empty circles denote adsorbates for which the effect has not been observed under the present experimental conditions. Empty squares indicate the positions of easy- to-ionize elements with ionization potentials within the scope of the cluster electric effect, which could be addressed in future work.

The first step to electron delocalization within the cluster. The electrostatic repulsion between the sodium core and the dipole in this configuration, and thus the necessary impact energy to reach this point, amounts to 0.2 eV, which can be readily provided via the kinetic energy of a single cluster constituent during cluster surface collision. This value already represents an upper limit to the necessary impact energy since the valence electron is still present during the approach of the dipole molecule, so that it shields part of the repulsion. Direct electron delocalization through the impact of a polar molecule onto an easy-to-ionize species therefore seems to be a reasonable explanation for the processes observed in the context of the Cluster Electric Effect. Since this field-ionization like mechanism proceeds barrierless during individual collisions, it is not impeded by the short time scale of cluster-surface collisions, nor by the thermally hot cluster environment at this moment. However, the head-on geometry investigated in the one-dimensional model, is not reached during interaction of a single molecule with an alkali. Instead, the molecular dipole would have turned away sideways. This is why the charging of individual molecules is not observed under comparable surface-collisions. It is the interaction between the molecules inside the cluster, that lead to the necessary directional confinement of the interaction dipole during the ionization process.

The important parameters of the point-charge induced electron transfer model are the molecular dipole moment, the impact energy and the ionization potential of the solute species. Fig. 6.3 presents a selection of easy-to-ionize solute systems ordered according to their IP. Full circles represent the surface adsorbates that have been found to induce the CEE under the present experimental conditions, while empty circles represent species that have been tested but did not lead to the production of free charge carriers. The substance with the highest IP that has been successfully tested is indium (IP=5.78 eV). The model proposed here predicts, however, that this range should be extendable to higher values if either larger impact energies or molecules with large dipole moments are employed. An interesting question pertains also to the relevance of this mechanism in the bulk liquid where the processes are commonly described in terms of an equilibrium rate equation. While the formation of ordered solvent structures facilitates the electron transfer and reduces the necessary energy, it seems feasible that the point charge mechanism ultimately initiates the electron transfer via the omnipresent fluctuations in the solvent [236].

As has been discussed in Chap. 5.4.3.3, charge separation within the impact heated cluster is a prerequisite for the successful separation of the gernimate ion pair via cluster fragmentation. It has been noted that diffusional processes of the electron or the proton are impeded by the Coulomb attraction of the respective counter ion. The ionization process has therefore been required to generate the ions at some distance, that allows for further diffusion via the available thermal energies. The point-charge based electron transfer mechanism provides such a possibility. For example, an electron stabilized in the vicinity of its cation can be remobilized by the same process as was the case with alkali ionization. Since electron affinities generally lie below the ionization potential, collisions lower in energy already suffice for this purpose. Fig. 6.4 illustrates another, non-sequential mechanism. During the cluster-collision, not only a single cluster constituent and the picked-up solute approach each other to such extent that their respective potential wells are distorted,
but this is a feature that pertains to the whole impacting cluster. The interaction of the whole set of cluster constituents may lead to the formation of an unobstructed potential valley which becomes accessible to the liberated valence electron. While the topology of this valley is rapidly changing due to the colliding cluster constituents, it would allow the electron to instantaneously delocalize over the whole cluster. The figure gives a snapshot for a two dimensional HF cluster containing 21 randomly oriented monomers. The black line denotes a potential value corresponding to the binding energy of the sodium valence electron. Upon one-dimensional compression by a factor of two (lower panel) these regions merge and would allow a present electron to enlarge its accessible locations.

Chapter 7

The Clusterelectric Effect in Disguise

As illustrated in the present work, the phenomenon of cluster-impact induced charge generation is not restricted to the previously known examples of water and sulphur dioxide, but seems to pertain to the group of polar molecule clusters in general. However, it remains to be shown that the proposed Clusterelectric Effect is the universal microscopic mechanism for this enlarged class of systems. To test this hypothesis, the charged cluster fragments emerging after the surface-collision of sulphur tetrafluoride, ammonia and water clusters have been mass analyzed. The experimental findings fit into the framework of the proposed mechanism. Moreover, the selected systems presented here all show an additional aspect of the CEE, and thus emphasizes the richness of the effect.

7.1 The SF$_4$ System: Ion-Molecule Reactions

From the view point of the CEE mechanism, sulphur dioxide and sulphur tetrafluoride are similar molecules. Sulphur tetrafluoride has an electron affinity of 1.5 eV and a dipole moment of 0.632 debye, which is somewhat smaller than the 1.63 debye of sulphur dioxide. However, its greater mass normally leads to higher impact energies so that it should be as efficient in the solute ionization as sulphur dioxide. Fig. 7.1 illustrates that surface impact of SF$_4$ clusters leads to the generation of positively and negatively charged cluster fragments in comparable quantities. Moreover, spiking the surface with Cs atoms from an oven source leads to an increase in the overall quantity of both polarities.

The mass analysis of the charged cluster fragments given in Fig. 7.2 reveals Cs cations as core ions for the positive charge carriers in accordance with the findings from the integral charge measurement. However, the corresponding SF$_4^-$ anions which would be expected from the analogy with SO$_2$ are not observed. Instead, progressions with core ions of SF$_5^-$ and Br$^-$ are present. The origin of the bromine has been related to trace impurities within the used SF$_4$ gas. Due to its high polarizability, it is preferentially built into the cluster much similar to the discussed example of oxygen accumulation in N$_2$/O$_2$ mixed clusters (see Chap. 2.1.4). The formation of bromine anions and their appearance as core ions in the SF$_4$ progres-
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Figure 7.1: Integral charge separation signal of SF₄. The clusters of average size N=125 impacting on the SiO₂ surface held at room temperature with a velocity of 1.2 km/s equivalent to an energy per particle of 0.8 eV. The two curves were taken before and after dosing the surface with Cesium.
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Figure 7.2: Spectra of SF₄ clusters of average size 10⁹ impacting on an SiO₂ surface held at room temperature and which has been dosed with Cs atoms with a velocity of 1.2 km/s (0.79 eV/particle). The cationic spectrum shows (SF₄)₉Cs⁺ peaks. The anionic spectrum is dominated by bromine structures like (SF₄)₅Br⁻. Additionally, a progression of (SF₄)ₙF⁻ is observed.

7.2 The NH₃ System: Missing Electron Affinity

Fig. 7.3 presents integral charge measurements for ammonia clusters of mean size 10⁹ impacting at a speed of 1.6 km/s on an untreated SiO₂ target held at 573 K. The full circles give the measured total amount of charge per pulse as function of the bias grid voltage. The open circles give the derivative of the integral charge curve. It correlates directly to the energy distribution of the charged cluster fragments. Assuming a residual kinetic energy of 20% per rebounding particle, the measured mean kinetic energy of 23 eV corresponds to a fragment size of 500. The observation of relatively large cluster fragments is consistent with the high binding energy of ammonia. The initial impact energy of 0.23 eV per particle is not sufficient to drive the cluster into the shattering regime (see Chap. 5.4.4). The impact-heated cluster mainly stabilizes by way of monomer evaporation. While SF₄ and SO₂ give rise to comparable amounts of positively and negatively charged fragments, the measurement depicted in Fig. 7.3 seems to indicate a unipolar charge generation process consisting of negative free charge carriers only. However, another explanation exists in the form of the production of a geminate ion pair via the CEE which is followed by the rapid transfer of the delocalized electron into the target substrate. While in this case the integral charge measurement remains unaltered for high negative voltages, the positive bias voltage would give the observed zero signal since the positive charge neutralizes the corresponding negative charge which is already present in the target substrate. Recalling that ammonia lacks a molecular electron affinity, the transfer of the delocalized electron from the cluster into the surface is a feasible process. As has been discussed in Chap. 5.4.3, electrons can be stabilized in ammonia clusters, starting from a cluster size of 35, only via shallow dipole cages formed by surrounding molecules. In the impact-heated ammonia cluster, these shallow potential wells change rapidly and very likely are unable to stabilize the electron.

To test the latter conjecture, a cluster size dependence of the integral charge signals has been measured and is depicted in Fig. 7.4. By varying the stagnation pressure,
the cluster size as well as the amount of clusters increases. Although much smaller, a positive signal part can also be observed. By taking the ratio of both curves, the increase which is caused by the growing gas load with higher expansion pressures is divided out. The right panel presents the ratio of the respective charge amounts as a function of stagnation pressure. Although weaker, the positive signal is found to grow much faster with cluster size than the negative signal part. This is consistent with the hypothesis that the weakly bound electrons are predominantly lost into the substrate. With increasing size, the cluster can stabilize the electron more efficiently.

The working hypothesis which concerns the loss of the weakly bound CEE electrons from the impact-heated ammonia clusters predicts that it should be possible to stabilize the electron within the cluster by doping the latter with an electron scavenger. Fig. 7.5 presents the results for a pickup experiment. The long dashed lines give the amount of positive (left panel) as well as negative (right panel) charges as generated by a single pulse. After approximately 230 µs the pulse width 400 µs) starts interacting with the target. While there is considerable production of positive free charge carriers (left), almost no negatively charged cluster fragments are observed. In a second run (solid lines), the expansion chamber was converted into a simple pick-up chamber [239, 240] by raising the background pressure by 10^{-3} mbar via the dosage of SO_3 through a needle valve. While the positive signal remains unfluenced, the negative increases considerably. This is interpreted in terms of stabilization of the electron within the ammonia cluster via the molecular
electron affinity of sulphur dioxide and also corroborates that in the case of ammonia the CEE mechanism is at work, however, disguised by the loss of the generated electrons to the target substrate. Interestingly, in Fig. 7.5 the shape of the charging signal for positive cluster fragments resembles the shape of the gas pulse, indicating that charges are created during the whole cluster pulse. On the other hand, the negative charging current is strongly peaked at the pulse front. The front of the cluster pulse absorbs the SO₂ background molecules completely, so that the trailing part of the pulse is not doped with the electron scavengers. This also demonstrates how dense cluster beams can function as ‘brooms’.

To further establish that the CEE mechanism is valid for the ammonia system, a mass spectrometric analysis of the charged fragments emerging after surface impact has been performed. Fig. 7.6 presents the results for the ammonia clusters of size 2 - 10³ impinging with a speed of 1.7 km/s on a SiO₂ target. By dosing the surface with Na atoms from a oven source, the corresponding Na⁺(NH₃)ₙ progression is observed in accordance with the CEE mechanism. However, for pure ammonia clusters, no anionic mass spectrum can be obtained (flat line at the bottom of the upper panels in Fig. 7.6). The situation changes drastically upon doping the ammonia clusters with sulfur dioxide molecules via the described gas phase pickup. A negative mass spectrum can be detected with a SO₂ core ion embedded in ammonia cluster fragments of various sizes (lower panels). As soon as the cluster contains an electron scavenger like SO₂ the electron is indeed stabilized within the cluster. This demonstrates that also for the ammonia system, the proposed microscopic mechanism of the CEE is valid. Concerning the cationic mass spectra an additional peak sequence of the form NH₄⁺(NH₃)ₙ is observed for undoped as well as doped ammonia clusters. Since the negative spectra do not exhibit a corresponding negative peak like NH₂⁺(NH₃)ₙ or OH⁻(NH₃)ₙ, the positive progression can not be attributed to a proton transfer reaction between two ammonia molecules, similar to the water autoprotolysis, or a reaction with a picked up water molecule. The origin of the protonated ammonia progression is tentatively explained in terms of an ion-molecule conversion reaction:

\[ \text{Na}^+ + \text{NH}_3 + \text{NH}_4^+ \rightarrow \text{NaNH}_2 + \text{NH}_4^+ \]

Moreover, the protonated ammonia progression is well known from laser- or electron-impact ionization experiments [237, 241, 242] with ammonia clusters, in which it is explained in terms of a fast ion-molecule reaction between the unprotonated ammonia cation with neighboring ammonia molecules, followed by the ejection of a neutral NH₃.

### 7.3 The H₂O System: Autoprotolysis

The CIMS spectrum of water clusters on an untreated surface has already been discussed in Chap. 3, particularly with respect to the direct observation of the autoprotolysis reaction and the magic numbers contained in the spectra. Here, the focus lies on water as a polar species that can induce the CEE. The right panel of Fig. 7.7 presents integral charge measurements for water clusters impinging on SiO₂ at 690 K. Positive and negative charge carriers are observed for the untreated surface. Upon spiking the surface with sodium, the amount of positive charge carriers significantly increases, while the total negative charge yield remains almost unchanged. The mass analysis of the charged cluster fragments (left and center panels) reveals the mechanism behind this behavior. The signals from the unspiked surface stem from an intra-cluster autoprotolysis reaction that leads to the formation of H₂O⁺ and OH⁻ core ions (see Chap. 3). The increase of the positive charge yield with the spiking of the surface with sodium atoms, as well as the observation of the corresponding Na⁺(H₂O)ₙ progressions in the mass spectra of the positive cluster fragments, can be interpreted in terms of the CEE: Sodium surface adsorbate get picked up during the cluster surface collision, whereupon the interaction with the polar water molecules strips the alkali of its valence electron. Finally, cluster fragmentation separates the gerniante charge pair consisting of a alkali cation and a ‘wet’ electron. The absence of the corresponding (H₂O)⁻ peaks in the anion spectra can be explained by a predominant loss of the wet electron into the surface: like ammonia, water has no molecular electron affinity to stabilize the alkali valence electron. The intermolecular dipole cages are to shallow to stabilize the electron within the impact heated cluster.

An interesting aspect of the spectra reported in Fig. 7.7 is the absence of NaOH formation: the textbook reaction of solid sodium with liquid water leads to the formation of dissolved Na⁺ and OH⁻ ions as well as to molecular hydrogen. If sodium hydride can form on the picosecond time scale of cluster impact, cluster fragmentation should be able to separated the sodium cation from the OH⁻ core ion.
7. The Clusterelectric Effect in Disguise

so that the respective progressions should become observable in the cluster fragment spectra. Yet, if hydroxide formation is a slow process which occurs only later in the cluster fragments, it would not be observed. However, since the hydroxide formation involves the alkali valence electron, which is lost with high probability into the surface during the collision, the latter channel is unlikely. According to this, the dosing of the surface with Na atoms should lead to a comparable increase of the Na$^+$($H_2O_n^-$) and OH$^-$($H_2O_n^-$) progressions. However, Fig. 7.7 shows, that the increase in the first is not accompanied by a rise in the generated anions. This implies that single solvated alkali atoms in water do not induce the formation of sodium hydroxide on the time scale of cluster impact. This observation is consistent with previous experiments, e.g. [243, 220, 212] and most recently by Buck et al. [207, 206], which did not observe a significant NaOH formation upon single collision interaction of Na with water molecules, of Na atoms with water clusters or, of Na clusters (n ≤ 21) with water clusters (n ≤ 40), respectively. The size dependent IP measurements by Schulz et al. [220, 212] (see Chap. 6) confirm that even on a microsecond time scale and under equilibrium conditions, solvated electrons are present in the alkali/water clusters, which implies that hydroxide formation is at least not an ultrafast reaction. In the work of [207], exclusively Na$^+$($H_2O_n^-$) progressions have been observed following photoionization (308 nm / 355 nm). On the other hand, formation of sodium hydroxide has been observed in multiple sodium-water cluster collisions [206] for which a two step reaction mechanism is proposed: In a first collision between a sodium atom with a water cluster, solvated sodium atoms of the form Na($H_2O_n^-$) are formed. These react in a second collision with a Na$_2$O dimer to products of the form Na(NaOH)$_2$(H$_2$O)$_m$ which are detected by a combination of photo-ionization and TOF analysis [206]. The importance of the first solvated sodium atom is corroborated by recent theoretical studies of the direct reaction Na$_2$+2H$_2$O→(NaOH)$_2$+H$_2$ [244]. They find a reaction barrier of 1.28 -1.56 eV for this exothermic reaction ($\Delta H \approx -1.9$ eV), which is explained in terms of the equilibrium configuration of the educt complex being far away from the transition state. It is unlikely that such high activation barriers can be surmounted in a finite water cluster with a monomer evaporation energy below 0.5 eV. The solvated sodium precursor is proposed to change the configuration of the water cluster in direction of the transition state for the subsequent reaction with the sodium dimer [206]. That the second collision has to take place with a sodium dimer, manifests itself in the observation that only even numbers of NaOH entities are formed. Correspondingly, a hydrogen molecule is the most likely neutral reaction product which leaves the cluster and eludes detection. However, due the experimental limitation that in the cited works the ionization potential of the unobserved (NaOH)$_2$(H$_2$O)_m clusters is likely to be higher than the applied photon energies, a systematic discrimination against this species can not be excluded. Future CIMS measurements, which are independent of the respective cluster ionization potential, should allow to test the aforementioned sequential model: Water clusters pick up sodium monomers, dimers and trimers before they collide with the fragmentation surface. Depending on the presence or absence of sodium hydroxide formation for the chosen sodium cluster size, either Na$^+$($H_2O_n^-$) progressions should occur correlated with the respective OH$^-$($H_2O_n^-$) sequence or, the former with some ($H_2O_n^-$) (surface neutralization of the solvated electron) should be observed. As proposed in [206], the experiments could be repeated with water clusters pre-loaded with single alkali atoms. The reaction time scale of hydroxide formation could be tested with a CIMS pickup experiment. With defined alkali surface adsorbrates ranging from the sub-monolayer to the multilayer it seems feasible to control the number of alkali atoms incorporated into the cluster. If hydroxide formation proceeds on the picosecond time scale its signature should become observable in the charged cluster fragment spectra if a sufficient amount of alkalis is incorporated into the cluster.
Chapter 8

Applications

This is only the beginning of an understanding of the complex dynamic details involved in the Clusterelectric Effect. But already now, the observed phenomenon promises to be a new and very efficient addition to known ionization or electrification mechanisms and has a series of potential applications (see Fig. 8.1).

8.1 Applications of the Clusterelectric Effect

Trace Analysis

The combination of the high efficiency of the individual pickup and ionization step for alkali adsorbrates, with the high density of clusters in beam sources allows for the very sensitive detection of easy-to-ionize surface adsorbrates: under the present conditions typically $10^{14}$ SO$_2$ clusters of mean size 1000 leave the nozzle per pulse. Assuming a beam divergence of 45°, this corresponds to a flux of $10^{12}$ clusters/cm$^2$ in a realistic working distance of 5 cm. With each cluster sampling an area of roughly $10^{-13}$ cm$^2$, 10% of the collision surface is scanned during each pulse. The minimum detectable surface coverage depends on the size of the sampled area, the CEE efficiency and the sensitivity of the ion detection system. Assuming that 10 ions per pulse can be detected comfortably by an ion counting detector and a CEE efficiency of $10^{-9}$ corresponding to the lower estimated value for alkali adsorbrates, $10^4$ alkali atoms would be required to reside on the area sampled with each cluster pulse. For a beam diameter of 1 cm$^2$ this corresponds to a detectable threshold coverage of $10^{-10}$ monolayers. To obtain space-resolved information it is often desirable to confine the beam spot on the surface: within an area of 100 nm x 100 nm, still $10^{-10}$ monolayers of alkali contaminations can be detected. This compares quite favorably to other surface analysis methods like Auger electron spectroscopy which have a detection limit in the range of $10^{-8}$ monolayers [245]. The high sensitivity of the CEE may find its application in the characterization of high-purity materials used for e.g., the semiconductor industry. A further application in which sensitive measurement of surface concentrations of alkali metals is necessary is given by the detection of radioactive decay products: e.g., $^{22}$Na (T$_1/2=2.6$ y), $^{41}$K (T$_1/2=1.3$ 10$^6$ y), $^{134}$Cs (T$_1/2=2.1$ y) and $^{137}$Cs (T$_1/2=30$ y). For these alkali isotopes the CEE combines pickup with ionization and thus allows straightforward mass spectrometry. With the proposed validity of the CEE ionization mechanism for all species,

---

1 some of the ideas presented in this section have been published in a patent application: C. Gebhardt and H. Schröder, Verfahren und Vorrichtung zur Clusterfragementation, Deutsche Patentanmeldung Nr. 199 34 173.7 (21.07.99)
with low ionization potential, this method would be sensitive to a much larger group of radionuclides (see Fig. 6.3) including francium, radium, strontium and notably also plutonium.

The interaction of the impinging clusters with the surface leads to the pickup of adsorbed species. That there is substantial removal of material from the adsorbate layer has been indicated by Fig. 5.8 and Fig. 5.10: for the above mentioned cluster flux of $10^{12}$ s$^{-1}$cm$^{-2}$ established 5 cm downstream of the nozzle and the observed charging efficiency per cluster of 10 percent in the presence of high adsorbate coverages, $10^{14}$ monolayers per pulse are removed. At a repetition rate of 10 Hz, the unskimmed cluster beam would remove an amount of $10^{8}$ mole/s of the surface adsorbates. By shaping the beam with a skimmer, or in a more elaborate way, using a transmission mask, alkali adsorbates can be removed from localized areas. While the structures presented in Fig. 5.8 have a typical dimension of $100\mu m$, the achievable resolution is much smaller. Being limited mainly by the size of the cluster source and the geometry of the arrangement, a typical setup (nuzzle diameter 0.5 mm, source-mask distance 5 cm, mask-target distance 1 mm) should be capable of producing structures in the order of 1 $\mu m$. Resolution can be increased with higher source-mask distances, however, at the cost of cluster flux. As illustration for a potential application, the space-resolved enhanced oxidation of silicon surfaces shall be mentioned: In the course of semiconductor development there is a need for thin defect free SiO$_2$ layers, which are grown at low temperatures than usual (1400 K) [246]. A possible solution is the coadsorption of alkali metal atoms which catalyze the reaction. In the sub-monolayer region they facilitate dissociative adsorption, while in the multilayer regime the alkali metals are believed to function like a sponge that forms oxides of various compositions. Upon annealing to 900 K, oxygen is transferred to the substrate and the alkali atoms desorb [246]. In combination with an alkali layer shaped by the CEE, this would allow for the growth of thin SiO$_2$ $\mu m$ structures at low temperatures.

While it is characteristic of the CEE that it can be observed on almost any substrate, the amount of charge produced can be strongly increased by deliberately dosing the collision surface with alkali adsorbates. With the full cluster beam of $10^{14}$ clusters per pulse impinging on an alkali treated surface, a total charge of $10^4$ C is expected to emerge (10 percent charging efficiency per cluster in the high coverage regime) corresponding to an ion current in the order of $mA$ during the pulse duration of typically 300 $\mu s$. Since positive and negative charge carriers are created in comparable amounts, space charge does not play a significant role: the charge cloud equals more a cold 'plasma' with its volume elements each being approximately neutral. Only upon separation in external fields does the mutual repulsion of like charges come into play. The high charging efficiency per cluster ($10^4$ in comparison with $10^3$ for typical electron impact sources) makes the CEE an ideal multipurpose ion-source, that provides charged clusters of polar molecules. While the positively charged clusters which carry an additional alkali cation are of interest for solvation studies, the negatively charged clusters are 'clean' in the sense that they have only an additional electron. The latter can be photo-detached, so that the CEE can also be used to provide mass selected or high energetic neutral clusters. With respect to

**Applications**

Surface Cleaning and Lithography

**Ion Source**

**8.1 Applications of the ClusterElectric Effect**

spectroscopic investigations or fluorescence imaging, it has the special advantage that it is a 'dark' ion source: contrary to the hot filament of electron impact ionizers, no light is emitted. Moreover, Chapter 4 illustrated that the detection of large clusters via secondary electron multipliers faces the problem of decreasing secondary electron yield with increasing cluster size. In the case of polar molecule clusters, the use of an alkali doped conversion surface would efficiently provide charged cluster fragments of reduced size for straightforward detection. The basic idea behind the CEE as an ion source consists of a two step mechanism for the production of free charge carriers. First, a cation-anion pair is generated which gets separated by cluster fragmentation in a second step. Charge pair generation can be very efficient, for example during a chemical reaction, and has a lower energy threshold compared to a one step mechanism like photo-ionization. The mutual Coulomb interaction is surrounded efficiently by the unspecific cluster fragmentation. This idea can be generalized beyond the system of alkali atoms in polar molecule clusters.

The CEE mass spectra presented here reveal fragment sizes larger than 100 molecules. The high ion mass as well as the high charging efficiency per cluster appeal to the field of ion propulsion. The thrust $T$ of a rocket is defined as $T =$ $m u$ with $m$ being the rate of change of rocket mass by exhaust of the propellant and $u$ the exhaust velocity relative to the rocket. At constant $u$ and neglecting gravitational influences, the velocity increment $\Delta v$ achieved by the ejection of $\Delta m$ of the initial mass $m_0$ is given by $\Delta v = u \ln(m_0/(m_0-\Delta m))$. Clearly, it is necessary for $\Delta m$ to be negligible compared with $\Delta m$ if a significant fraction of the original mass is to be ejected to the final velocity. The maximum exhaust velocity from combustion thrusters is about 4500 m/s [247]. To obtain higher exhaust velocities of $\Delta v$ $>$ 6 $\times$ 10$^4$ m/s desired for long time missions, electrostatic propulsion systems have been developed wherein the propellant is accelerated by direct application of electric forces to ionized particles. Practical sources are the cesium-tungsten contact source ($i_{max}$=0.01-0.02 A/cm$^2$, ion creation energy 500-700 eV) and the electron bombardment source ($i_{max}$=0.005-0.01 A/cm$^2$, ion creation energy 300-600 eV). During 1997 two communication satellites equipped with Xe ion propulsion systems were launched. They produced about 18 mN of thrust ($\Delta m=$ 7 $\times$ 10$^{-4}$ g/s = 3.2 $\times$ 10$^{18}$ atoms/s, ionization probability 0.7, $u_{\infty}$=5 $\times$ 10$^4$ m/s, acceleration potential 1.2 kV, ion creation energy 1000 eV/ion) at a power consumption of 500 W which is primarily needed for system heating (1100°C) and cooling. A CEE based ion propulsion system would be similar to the contact source. However, efficiency is not limited by the Cs desorption flux from the hot tungsten surface, but rather by the supply of neutral alkali atoms to the active area of the collision target which needs less energy. From a 1 cm$^2$ orifice of a potassium oven at 340°C an atom flux of 4.5 $\times$ 10$^{15}$ atoms/s can be obtained and then converted into ions. This is the thrust limiting step because the cluster flux density has no practical limits. On the other hand each cluster can only be effective for a single collision whereupon most of its material is lost un-ionized. According to present knowledge, 0.5 percent of the exhaust mass can be ionized at high coverages. It remains to be shown whether this deficiency is overcompensated for by obvious advantages such as very low ion creation energy, no space charge limitations, positive and negative charge carriers, variable mass to charge ratios and high
impulsive thrust. Instead of analyzing a substrate surface, the CEE on alkali treated collision targets can be applied to characterize the impinging cluster. The alkali pickup by polar molecule clusters efficiently leads to charged fragments which can be mass analyzed in a straightforward manner. A natural occurrence of such polar molecule clusters are the ubiquitous aerosols of the atmosphere, the composition of which, besides their content of polar water molecules, is in the focus of atmospheric chemistry [248]. Charge generation has previously been observed during the passage of rocket-born electrostatic particle-detectors through Noctilucent Clouds [249], an atmospheric structure that typically forms at an altitude of 83 km. This is interpreted as the signature of ice particles impinging with velocities of 800 m/s on the detector [111]. The new insight provided by the CEE into the relevant charge generation mechanism, allows for the development of improved detectors for atmospheric submicron ice particles, which should facilitate a direct composition analysis. Additionally, by providing bi-polar cluster fragment spectra different aspects of the cluster composition are emphasized: while the positive mass spectra -due to the relative immobility of the alkali cation in the cluster- will reflect the statistic composition of the cluster, the negative spectra -since water molecules have no molecular electron affinity- tend to emphasize cluster constituents with electron affinity, where the highly mobile electron preferentially resides (see Chap. 7). An interesting aspect of Noctilucent clouds and regions of so called Polar Mesospheric Summer Echoes (PMSE) structures, which also appear in an altitude of 83-90 km, is the large deviation from the expected electron density and mean ion mass [250] which has been observed and which is not yet fully understood. However, a layer of neutral sodium is known to exist in an altitude between 70 km and 110 km with densities between 10² cm⁻³ and 10⁴ cm⁻³ peaking around 90 km [251]. This coincidence between the observation of charge carriers with the presence of water clusters and sodium hints at the CEE as a potential contributor to cloud and free charge carrier formation. Interestingly, the existence of sodium and potassium in the tenuous (p < 10⁻¹⁰ mbar) atmospheres of the Moon and Mercury has also been established [252, 253]. The presence of the polar molecules SO₂ or water has been detected for a variety of celestial bodies among which are Venus, Callisto, Europa and with 98% most prominent the Jupiter moon Io [254]. Apart from that, the CEE has to be taken into account as a source of spurious signals during the operation of rocket-borne or aircraft-borne mass spectrometers [249]. How far the lower impact velocity on the respective sampling systems is compensated by cluster size remains to be shown.

Moreover, the clusterelectric effect might have possible implications concerning natural electrification processes. The accepted mechanisms for the creation of ions and electrons in the atmosphere are cosmic rays and radioactive decay at the Earth’s surface [255]. The experimental results presented here suggest that alkali atoms should also be considered as a source of charge carriers, in particular at significant aerosol concentrations after, e.g., volcanic eruptions. The electrification might occur as follows: a hydrometeor picks up one or several alkali atoms upon collision with an aerosol and increases its intrinsic conductivity through the formation of solvated cations and electrons. This enables one of the many possible cloud charging mechanisms [256] to become effective, or the hydrometeor may directly burst into charged pieces.

A further application is contained in the rich spectra observed for the CEE on untreated, freshly mounted surfaces, namely in the tendency of the impinging cluster to incorporate arbitrary surface adsorbates (see Chap. 5.4). In combination with alkali adsorbates, this can lead to a transfer of the co-picked up species into the gas-phase within ionic cluster fragments. It is worthwhile exploring this observation in more detail, as it can contribute to the long-standing problem of transferring large molecules into the gas-phase. The proposed mechanism of cluster-induced desorption combined with alkali-induced charging can complement existing methods like Electrospray or MALDI. Since large molecules generally have some functional group with electron affinity, the formation of the respective gas phase anions can be enhanced by employing clusters built from polar molecules without molecular electron affinity, like water or ammonia. In this case, the electron, injected into the cluster as consequence of the concomitant alkali pickup, settles preferentially with the molecule of interest. In this case it would also be possible to evaporate a large number of the solvent molecules in the cluster fragments by appropriately chosen impact conditions, so that the molecular ion is transferred almost bare into the gas phase, as it has been observed here for the alkali cations. At the same time, the evaporation of the solvent shell drains energy out of the system, so that the remaining molecular ions are cold with respect to internal excitations.

8.2 Cluster Impact Mass Spectrometry

The Clusterelectric Effect (CEE) and the concept of Cluster Impact Mass Spectrometry (CIMS) in general, represent not only a rich subject for scientific research in themselves but may also be applied as a means of investigation. While the present study is centered on large clusters for which size dependencies play a minor role, cluster size effects are a general focus of current research. An ion source based on the CEE allows the generation of intense size-selected beams of polar molecule cluster with variable energy. Two relevant scientific fields have already been identified in the introduction: on the one hand there are high-energy cluster-surface collisions which open up the way to a new regime of chemistry under extreme conditions. Studies with monodisperse clusters allow for the separation of the cluster-size effect from the influence of the collision energy [21]. On the other hand, there is the interaction of strong laser fields with molecular clusters which provide bulk density directly to the laser focus. Work with size-selected clusters would test the ionization mechanism based on electron impact ionization induced by field-ionization electrons that move coherently in the external field [29]. Additionally, the CIMS method lends itself naturally to the investigation of ionization processes inside molecular clusters. The surprisingly high yield of SO₂ cluster anions upon electron impact ionization with 30 eV electrons, in Chap. 3.3, indicates an efficient recapturing process of secondary electrons set free by the primary ionization event. This would lead to the formation of neutral clusters that contain cation/anion pairs.
8. Applications

Such a process in clusters with high electron affinity would be relevant to all cluster size determinations involving positive ion formation. A CIMS experiment involving a SF₆ cluster beam (no CEE), out of which all cluster ions have been extracted following electron impact ionization, could prove this mechanism. The seemingly neutral cluster should break up into charged fragments upon surface collision.

The positively charged cluster fragments generated during the CEE all carry an alkali cation. They are therefore of interest with respect to studies of the solvation of metal cations [9, 10]. The charged cluster fragments allow mass selection and thus to work with monodisperse solvation structures, which is important for spectroscopic analysis. The study of successively larger clusters containing ions mimics the solvation process in solution and provides a microscopic view of the solvation structure and dynamics. Moreover, a strong reactivity enhancement was observed between neutrals clustered on metal cations [257]. For example, the rate constant for the homogeneous gas phase reaction of N₂O₃ with NO to form NO₂ and NO₂ is increased by at least seven orders of magnitude when bound to a sodium ion and in excess of nine orders of magnitude in the case of Li⁺ [257]. The cluster electric effect allows for a straightforward creation of such metal ion doped clusters to study these ion-catalytic effects in more detail. A first example in this direction is the observed ion-molecule reactions of the alkali cation in SF₆ clusters. Generally, the composition of clusters with respect to the reaction educts can be influenced by adiabatic expansion of gas mixtures as pointed out in Chap. 2.1.4. In this context, the CIMS method, which makes reaction products visible, opens up a new approach to ion-induced chemistry.

As has been the tenor of the present work, CIMS is the method of choice to inspect chemical processes inside molecular clusters, especially if they lead to the formation of intracluster cation-anion pairs. The most fundamental of such processes is the dissolution of a salt in a solvent. Although the macroscopic phenomenon belongs to everyday experiences, the microscopic processes are not yet understood [258]. The CIMS method allows for new insight in this interesting field. By loading solvent clusters with salt molecules, a successful solvation would become manifest from the presence of charged cluster fragments upon fragmentation which carry the respective core ions. The seeded beam technique allows to influence the important parameter of cluster temperature for this kind of experiments. Moreover, by varying the time between pickup and fragmentation, dynamic aspects of the dissolution process could also be investigated.

Chemical reactions that lead to the formation of cation/anion pairs can also be readily investigated by the CIMS method. Among these are proton transfer reactions which play a cardinal role in a number of chemically as well as biologically relevant processes, of which, however, many details remain to be clarified [259]. As experimental proof-of-principle the excited-state proton transfer reaction of 1-naphthol to a surrounding water or ammonia cluster is suggested. This has already been studied in detail using spectroscopic methods [12, 259, 260]. The CIMS investigation would allow to directly monitor the ionic reaction products via the charged fragments set free by the collision-induced disintegration of the molecular test tube.

Another important field of investigation to which the CIMS technique can contribute is ion-molecule reactions. In Chap. 7, the mass spectra of the SF₆ system revealed the signature of ion-molecule reactions induced by the cation as well as the electron injected into the cluster in the course of the CEE. In a bulk-like cluster environment the interaction of SF₆ with SF₆ is observed to result in the formation of SF₆. The generalization of this comprises the interaction of electrons or ions with molecular clusters to investigate ion-molecule half-reactions [72] at bulk density. While in this case the cluster is generally charged and can in principle be analyzed directly, its fragmentation during CIMS clarifies the exact nature of the incorporated charge carriers, which otherwise might be obscured when both reaction partners remain inside the cluster (isobaric processes). Moreover, by applying CIMS to molecular clusters ionized directly via electron impact ionization or photo-ionization, the result of ion-molecule reactions can be studied without the influence of a relative angular momentum between the reaction partners, which in the case of collision complexes, can influence the decay kinetics of the complex as well as the dispersion of excess energy among the products [72].

Recent progress concerning the experimental availability of shaped femtosecond laser pulses [261, 262] as well as with regard to the theoretical basis of coherent chemical control [263] presents a step in the direction of the longstanding desire to steer the outcome of chemical reactions on-the-fly by means of vibrational excitation of the reactive coordinates on the ground-state potential surface. While coherent control of small gas phase molecules is presently worked on [261, 262, 264] the ultimate challenge remains to transfer this technique to large molecules or even the condensed state. Here, coherent control has to defeat the rapid de-phasing times. A model system to explore coherent control in such a complex environment is proposed to be intermolecular proton transfer that can readily be investigated at bulk density by the combination of molecular test tubes with the CIMS technique, which provides bulk density in the laser focus without optical dispersion. An interesting candidate, which combines conceptual simplicity with high fundamental importance, is the autoprotolysis reaction of bulk water, as induced by vibrational overtone excitation [114].
Chapter 9

Summary and Outlook

The motivation behind this work is the desire to obtain direct insight into the physical and chemical processes of bulk liquids, in particular charge transfer or charge separation processes in a polar solvent. Such processes are fundamental to our everyday experience, nevertheless they still lack complete understanding, not least with respect to their inherent dynamics. Typical examples are electron transfer reactions like the spontaneous ionization of alkali atoms in liquid ammonia, proton transfer reactions as exemplified in the autoprotolysis reaction of bulk water, and solvation phenomena like the dissolution of sodium chloride in a solvent. Direct observation of these processes has up to now been impeded by the contrast between the high particle density which defines these bulk processes and the need to do analysis on a single particle level.

The central idea presented in this work is to employ molecular clusters as 'test tubes' in which the above processes can be initiated at bulk density, and to inspect the result by disintegrating the cluster via a low-energy cluster-surface collision. The fragmentation of the cluster causes the contents of the 'test tube' to spill out. In this way, the reaction products themselves are transferred into the gas phase in the form of single molecules or small-sized aggregates that allow for straightforward and unambiguous analysis in a mass spectrometer. Of central importance for this new method is the unique division between strong intramolecular and weaker intermolecular bonds encountered in molecular clusters. By coupling energy into the cluster via a low-energy surface collision, the weak intermolecular bonds can be ruptured without activating the strong intramolecular ones, so that the chemical nature of the cluster constituents is not changed. Whilst in general, mass spectrometric analysis requires suitable post-ionization of the released cluster content, the aforementioned processes all result in charged products which can be directly analyzed.

For the experimental analysis of bulk processes via the method of collision-induced fragmentation of molecular clusters—termed Cluster Impact Mass Spectrometry (CIMS)—a molecular beam apparatus which is capable of producing and characterizing molecular clusters including mixed species containing different reactants, was constructed. The analysis stage consists of a collision target, on which alkali metal adsorbates can be deposited, and a home-built large-extraction-volume time-of-flight spectrometer. The latter allows for bi-polar as well as quantitative ion detection. During the course of the work, a new design for the TOF spectrometer electrodes was developed, the composition of mixed clusters has been investigated and modeled, and electron-recapture processes during the ionization of molecular clusters were discovered.

A proof-of-principle demonstration of the CIMS method is given in terms of the first direct observation of autoprotolysis in a water cluster. The main result of the present work consists of the elucidation of the microscopic mechanism behind the hitherto unexplained charge generation which occurs during the low-energy cluster-surface collision of water as well as sulphur dioxide clusters. Our CIMS measurements revealed an electron-transfer reaction between a reactant picked up during the clustersurface collision and the cluster constituents. Backed by evidence from experiments with different clusters of e.g. sulphur dioxide, water, ammonia and sulphur tetrafluoride, in combination with alkali and indium surface adsorbates, this mechanism, termed the Cluster electric Effect (CEE), is recognized as a new electrification mechanism that in general pertains to systems consisting of polar molecule clusters and easy-to-ionize surface adsorbates. The mechanism itself is modeled via three fundamental steps that take place in a concerted way on the picosecond time scale of the cluster-surface collision. (1) During impact, the surface adsorbate is picked up by the cluster, (2) due to the interaction with the polar cluster constituents it looses its valence electron and the thereby formed gernimate ion pair is (3) separated by the collision-induced cluster fragmentation.

For step (1) the proposed mechanism is based on the impulsive interaction of the cluster constituents with the collision surface as well as with the adsorbate directly. The coincidence of desorption with the presence of the cluster at the surface leads to an efficient incorporation of the adsorbate into the cluster (Cluster-Induced Desorption). The second step, i.e., the delocalization of e.g. alkali valence electrons in polar solvents, is known from investigations of the bulk as well as of clusters under equilibrium conditions. However, the rapid time scale of the cluster-surface collision, as well as the perturbation induced by the impact, precludes the formation of an equilibrium solvation structure around the picked up species in our case. To explain the observed ion pair formation under such unfavorable conditions, a fast electron transfer mechanism is proposed that is based on field ionization by the partial point charges connected to the polar cluster constituents. Experimental evidence is given that the formed charge carriers can induce a variety of ion-molecule reactions in the surrounding solvent, for example, the electron-induced fluoride transfer between clustered SF₅ molecules. This indicates the possibility to investigate ion-gernimate charge pair in step (3) takes place if they are embedded in different cluster fragments. The energy to overcome the mutual Coulomb interaction and to form the free charge carriers is provided via the kinetic energy of the respective cluster fragment (Inertial Charge Separation).

With the Cluster electric Effect, a new electrification mechanism has been discovered, which not only explains the previously observed charge generation for low energy cluster-surface collisions of water and sulphur dioxide clusters, but has a much...
broader relevance. In the present work, its microscopic mechanism has been revealed and has been shaped into a graphic model. Special emphasis has been given to explore the various aspects of this amazing, zero-order phenomenon to identify fields of further, fruitful work. Although the proposed Cluster Electric Effect seems to allow a consistent explanation of the experimental observations, each of the three aspects of the proposed model, namely the adsorbate pickup, the charge delocalization and the cluster fragmentation, deserves a more detailed investigation. I hope that the present work can be an incentive as well as a guiding line for further investigations of the complex details involved in the Cluster Electric Effect.
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