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Zusammenfassung


Schließlich betrachten wir periodisch getriebene Rydbergatome als ein typisches offenes, komplexes Quantensystem, das einen komplizierten zeitlichen Zerfall zeigt. Insbesondere finden wir im Zerfall dieses realen atomaren Systems qualitative und quantitative Unterschiede zu Vorbildern, die auf Untersuchungen quantenmechanischer Abbildungen mit gemischter regulär-chaotischem klassischen Analogon beruhen.
Abstract

We study highly excited hydrogen and alkali atoms ('Rydberg states') under the influence of a strong microwave field. As the external frequency is comparable to the highly excited electron's classical Kepler frequency, the external field induces a strong coupling of many different quantum mechanical energy levels and finally leads to the ionization of the outer electron. While periodically driven atomic hydrogen can be seen as a paradigm of quantum chaotic motion in an open (decaying) quantum system, the presence of the non-hydrogenic atomic core – which unavoidably has to be treated quantum mechanically – entails some complications. Indeed, laboratory experiments show clear differences in the ionization dynamics of microwave driven hydrogen and non-hydrogenic Rydberg states.

In the first part of this thesis, a machinery is developed that allows for numerical experiments on alkali and hydrogen atoms under precisely identical laboratory conditions. Due to the high density of states in the parameter regime typically explored in laboratory experiments, such simulations are only possible with the most advanced parallel computing facilities, in combination with an efficient parallel implementation of the numerical approach.

The second part of the thesis is devoted to the results of the numerical experiment. We identify and describe significant differences and surprising similarities in the ionization dynamics of atomic hydrogen as compared to alkali atoms, and give account of the relevant frequency scales that distinguish hydrogenic from non-hydrogenic ionization behavior. Our results necessitate a reinterpretation of the experimental results so far available, and solve the puzzle of a distinct ionization behavior of periodically driven hydrogen and non-hydrogenic Rydberg atoms – an unresolved question for about one decade.

Finally, microwave-driven Rydberg states will be considered as prototypes of open, complex quantum systems that exhibit a complicated temporal decay. However, we find considerable differences in the decay of such real and experimentally accessible atomic systems, as opposed to predictions based on the study of quantum maps or other toy models with mixed regular-chaotic classical counterparts.
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Chapter 1

Introduction

The interaction of matter with radiation is one of the primary experimental means to test theoretical ideas and to develop or search for novel physical phenomena. An important example is the famous photoelectric effect [1] in which the critical dependence of the ionization yield on the frequency rather than on the intensity of the incoming radiation was observed. This led to the hypothesis of the quantum nature of light and was crucial for the fast development of quantum theory in the beginning of the last century.

In the second half of the last century, with the availability of quantum sources of intense and coherent radiation – the laser and the maser – many highly sophisticated experiments became possible, such as slowing down and cooling particles to exceedingly low temperatures [2-4], high resolution spectroscopic or quantum optics experiments to provide a rigorous verification of quantum-electro-dynamics and quantum mechanics [5], or the control of chemical reactions by the transfer of population with the help of an optimally shaped laser pulse [6, 7]. At even higher intensities, these light sources also open new fields regarding the dissociation and ionization process of molecules and atoms, with a crucial role played by multi-photon processes. Among such strong field phenomena, experiments on the microwave ionization of highly excited hydrogen atoms were of particular conceptual interest [8]. In contrast to the above mentioned photoelectric effect, the ionization yield in these experiments strongly depends on the field amplitude, and only weakly on the frequency. Furthermore, the microwave field induces a relatively large ionization probability, inexplicable at that time. Subsequent theoretical investigation of the process stressed the importance of the system’s classical counterpart, and the transition from classically regular to classically chaotic motion taking place at a given field amplitude. Thus, microwave driven Rydberg atoms can nowadays be seen as a key phenomenon that stimulated the search for fingerprints of classical chaos in quantum systems. The ongoing study on this system for nearly three decades now has produced an enormous richness of results and has spurred research in the field of quantum chaos.

Microwave driven hydrogen atoms have now been studied by many groups in
a more or less exact fashion. Despite their apparent similarity, little understanding has been gained on microwave driven, singly excited multi-electron atoms. In fact, laboratory experiments on alkali atoms have shown dramatic differences in their ionization behavior as compared to that observed with atomic hydrogen [9].

All the theoretical work on microwave ionization so far has only tackled the simpler atomic system of atomic hydrogen. Experimentally established differences [9] in the ionization dynamics of alkali atoms have remained an open question. One reason for the complications experienced with non-hydrogenic atomic cores is the fact that such systems are indubitable three-dimensional objects. Hence, any theoretical approach has to deal with an extremely high density of bound states strongly coupled to the continuum.

The aim of this work is to develop an algorithmic apparatus for the exact description of this system in its full complexity. Any such program requires the combination of an accurate description of the atom coupled to the continuum and of state-of-the-art high-performance parallel computing techniques to execute the underlying model. Our numerical experiment will provide the first results on microwave driven Rydberg states both on alkali atoms and of atomic hydrogen, in the regime of typical laboratory parameters, without the need for any adjustable parameters. As a result, we will develop a thorough understanding of the ionization process in both atomic species.

1.1 History of the problem

1.1.1 Microwave driven hydrogen atoms

First experiments on the ionization of microwave driven Rydberg states of atomic hydrogen were already performed in the nineteen seventies [8, 10]. Although microwave ionization requires the absorption of a large number of photons (in [8, 10] the energy difference between the atomic initial state and the atomic continuum exceeds 80 times the photon energy), these experiments showed a relatively efficient ionization, what was inconsistent with the quantum mechanical theories on multiphoton ionization available at that time. Classical (Monte Carlo) calculations [11], on the other hand, were able to reproduce the experimental results [8] rather well. This gave clear evidence of the relevance of the underlying classical dynamics, i.e. of the dynamics of the periodically driven Kepler problem. Investigations of the stability properties of the classical dynamics indicated that the ionization process can be ascribed to a diffusion mechanism [12]. More precisely, it was shown that at sufficiently large field amplitudes – at the classical "chaos border" – non-linear resonances in the classical phase space begin to overlap [13–15], leading to diffusive energy gain of the electron, and finally to its ionization. The quantum mechanical, experimentally measured 10% ionization threshold (i.e. the amplitude of the external field which induces 10 % ionization probability at given atom-field interaction time) was identified with the onset of classically chaotic motion. Both, quantum mechanical calculations [16–18] and experiments covering a broad range of microwave frequencies and principal quantum numbers of the atomic initial state [19] confirmed these predictions for driving frequencies below the Kepler frequency of the unperturbed highly excited electron.

For larger frequencies, however, quantum mechanics starts to deviate from the classical predictions [20, 21], and the real (quantum mechanical) atom appears more stable against ionization than its classical (chaotic) counterpart. To understand this apparent violation of the correspondence principle, the dynamics of microwave driven atomic hydrogen was linearized and approximated by the Kepler map [22–24], similar to the dynamics of a kicked rotor [24]. For the latter system, it had been shown already before that classically diffusive motion is suppressed by quantum interference effects, a process essentially equivalent to Anderson localization [25] in disordered solid state samples, labeled 'dynamical localization' [26], to stress the explicit time dependence of the underlying, perfectly deterministic Hamiltonian dynamics. According to the statistical description of the electronic transport (along the energy axis) from the initial atomic state to the atomic continuum in terms of a diffusion process, the real atom initially follows the classical model which predicts an onset of ionization at the classical chaos border, with the initial wave-packet starting to spread diffusively over the bound-state spectrum. Since, in contrast to the continuous spectrum which describes the classical dynamics, the bound-space quantum spectrum is pure point, the spreading of the quantum mechanical electronic population must stop after some time, leading to a quasi-stationary distribution of the initial wave-packet, as opposed to an unbounded diffusion in the classical system. While Anderson localization explains the localization of the electronic density in configuration space, and hence – in a certain parameter regime – the transition from a metal to an insulator in disordered solids [25, 27], the time-dependent (dynamical) counterpart predicts the localization of the electronic wave-function in energy space, for frequencies larger than the Kepler frequency. This localization effect leads to a freezing of the electronic distribution over a number of eigenstates, which is measured by the localization length [24]. However, the theory of dynamical localization does not imply that ionization is not possible for frequencies larger than the Kepler frequency of the electron. Here, an increasing field amplitude leads to an increase of the localization length, and finally to a localization length comparable to or larger than the energy difference between the initial atomic state and the continuum. This defines a delocalization border, above which the electron ionizes even in the presence of (Anderson respectively dynamical) localization.

We will see that, in a periodically driven atom, the bound pure point part actually turns into a set of decaying states (see section 2.1.3). However, the widths of these resonance states are in general much smaller than the average level spacing, and the spectrum can be considered as quasi-discrete, on the appropriate time scales, since the Heisenberg time (see section 6.2.1.2) remains well-defined.

This is in analogy to disordered solids, where a localization length larger than the sample size – the equivalence of the energy difference between the initial state and the atomic continuum in dynamical localization – leads to a finite conductance.
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To understand the relevance of classical dynamics for the driven atom as the quantum analogue of the periodically driven Kepler problem, one can take advantage of the scale invariance of the classical equations of motion [28, 29]: As the electron and the nucleus interact through Coulomb forces, the potential energy of the system is a homogeneous function of the coordinates. Thus, the equations of motion obey a scaling rule, i.e. by measuring the frequency \( \omega \) of the driving field in units of the Kepler frequency of the electron, and the amplitude \( F \) in units of the Coulomb field between the electron and the nucleus, it is possible to keep the phase space structure fixed while probing different initial conditions (e.g. principal actions and this is principal quantum numbers of the atom). Apart from the finite size of Planck's constant \( \hbar \), these scaling rules also hold for the (quantum mechanical) periodically driven hydrogen atom, and different atomic initial states can therefore be identified with a well-defined classical dynamics which we fixed by the scaled frequency \( \omega \) and the scaled field strength \( F_0 \) [24, 30, 31].

Figure 1.1 summarizes the global trend of the ionization border of microwave driven atomic hydrogen as predicted by the sketched theory of dynamical localization [24]: For scaled frequencies \( \omega_0 < 1 \) (where the frequency is smaller than the electronic Kepler frequency) the (quantum) dynamics essentially follows the classical prediction and the 10% threshold — displayed by the ionization border — decreases with increasing scaled frequency. Chaotic ionization is suppressed for larger (scaled) frequencies by the aforementioned dynamical localization, hence the real atom is more stable than the classical atom, and the ionization border increases.

Figure 1.1: Sketch of the ionization dynamics of microwave driven Rydberg states of atomic hydrogen: For low scaled frequencies \( \omega_0 \), the quantum ionization border, displayed by the scaled 10% ionization threshold \( F_0(10\%) \), follows the classical chaos border; for larger scaled frequencies, the classically chaotic motion is suppressed ("dynamical localization"), and the quantum system is more stable than its classical counterpart. The driving frequency and the field amplitude are scaled with respect to the Kepler frequency of the unperturbed, highly excited electron, and of the Coulomb field between the highly excited electron and the nucleus, respectively.

1.1 History of the problem

with increasing (scaled) frequency for \( \omega_0 > 1 \),

Quantum calculations on simplified models like the quantum Kepler map [24] or one-dimensional hydrogen atoms [18], and equally fully three-dimensional calculations on moderately excited microwave driven hydrogen atoms [32–34], as well as experimental results [20, 21, 31] confirmed the global trend of the scenario described above.

Yet, on top of the ionization border in figure 1.1, the 10% ionization threshold observed in the laboratory and in quantum calculations shows also local maxima, when the frequency reaches an integer multiple (for \( \omega_0 > 1 \)) or a low order rational fraction (for \( \omega_0 < 1 \)) of the electron's Kepler frequency [31]. Since both, the description of the ionization process in terms of classical diffusion and the theory of dynamical localization, are statistical descriptions of the ionization dynamics and do not take into account classical nonlinear resonances, they obviously cannot provide for an interpretation of local structures in the ionization border.

As a matter of fact, (classically) diffusive energy gain is only possible once the classical resonance islands overlap, or if the phase space is purely chaotic. In the generic case of microwave driven Rydberg atoms, however, and also for driving frequencies larger than the Kepler frequency, the classical phase space structure is not fully chaotic but mixed, and regular and chaotic regions coexist. This intricate (hierarchical) phase space structure prevents a fast, diffusive energy gain of the electron, since the electron's trajectory gets trapped in the vicinity of regular islands that are embedded in the 'chaotic sea'. These regular islands are induced by non-linear resonances when the driving frequency is an integer multiple or a low order fractional of the Kepler frequency [35]. Quantum mechanical simulations of the dynamics of the driven atom showed that these classical stability islands cause also the quantum mechanical atom to be locally (in \( \omega_0 \)) more stable against ionization, provided the atomic initial state has some non-vanishing overlap with the island. Note that these quantum non-linear resonances [36, 37] locally dominate the quantum dynamics not only for frequencies below the electron's Kepler frequency (\( \omega_0 < 1 \)), where the ionization process is well described by the classical dynamics, but also in the (non-classical) regime of dynamical localization [33].

The above description summarizes the essential characteristics of the ionization process of microwave-driven atomic hydrogen. Most of these characteristics

\(^{(5)}\) Here, it has to be noted that figure 1.1 displays the situation in scaled variables, \( F_0 \), and \( \omega_0 \) (for fixed laboratory frequency and a given interaction time). The quantum ionization border, however, depends not only on the scaled, but also on the laboratory frequency, and it decreases for decreasing laboratory frequency (and fixed scaled frequency, what can be achieved by doing both, employing a smaller frequency and using higher excited states). This explains the aforementioned apparent violation of the correspondence principle in the dynamically localized regime, since the quantum ionization border tends to the classical chaos border for increasing principal quantum numbers \( n_0 \) and fixed scaled frequency \( \omega_0 \). Note that increasing \( n_0 \) is tantamount to increasing the typical classical actions in the system and to decreasing the effective Planck's constant (i.e. Planck's constant scaled by the typical action describing the motion of the electron). Thus, in the semiclassical limit (for \( \hbar_{\text{eff}} \rightarrow 0 \)), the gap between the quantum and the classical ionization border (see figure 1.1) vanishes.
have been observed in the laboratory and found consistent explanations based on theoretical model calculations. While the latter, so far, always had to rely on some approximations, due to the tremendous complexity of the real atomic excitation and ionization process, the more serious of them nonetheless were founded on well-controlled approximations, with a well-defined range of applicability (such as reduced dimensionality of the model [33, 34, 38, 39], reduced principal quantum numbers combined with the above mentioned scaling rules [32–34]). What remains to be accomplished, and what will be accomplished in the present thesis, is an ab initio treatment of the hydrogen problem, without any essential approximations, nor adjustable parameters. This is the final conclusive step in the comparison of theory and experiment, and provides a 'standard' to which we will compare our results on alkali Rydberg states.

1.1.2 Microwave driven alkali atoms

While nearly all of the theoretical work on microwave driven Rydberg states deals with atomic hydrogen, arguably the larger part of the laboratory experiments are performed on multi-electron atoms. From the experimental point of view, the use of alkali rather than of hydrogen atoms entails some advantages:

Firstly, due to the absence of the angular momentum degeneracy in non-hydrogenic atoms, the preparation of a well defined initial atomic state \( |n_0, m_0, \ell_0 \rangle \) is easier. Secondly, as alkali atoms are heavier elements than atomic hydrogen, a thermal beam of alkali atoms is slower than a beam of atomic hydrogen with the same temperature. Since the size of the atom-field interaction region is determined by the microwave frequency, using a slower beam of atoms enables the experimentalist to vary the atom-field interaction time over a broader range.

Apart from a few experiments on helium atoms [40, 41], in which the ionization probability was not studied very systematically, there are two experimental groups working on microwave ionization of Rydberg atoms different from hydrogen. At the University of Munich [9, 42–44], the ionization of rubidium Rydberg states is studied, and at the University of Virginia various alkali atoms [45–50] and alkaline earths [51] are being investigated. The two groups not only employ different atomic species, but also probe different parameter regimes of the ionization process, and hence they have produced results that until now have not led to a clear understanding of the microwave ionization of alkali Rydberg states as compared to the one of atomic hydrogen.

1.1.2.1 The Munich experiments

Before entering into a detailed discussion of the differences between the experimental observations of the Munich and the Virginia group and the results of the hydrogen experiments, we briefly sketch a typical experimental set-up, as used by the Munich group (see also figure 1.2):

A thermal beam of rubidium atoms enters the apparatus. After the beam is collimated in (A), the atoms are excited from the ground state to Rydberg states with principal quantum numbers in the range \( n_0 = 50, \ldots, 95 \), angular momentum \( \ell_0 = 1, 2 \) and angular momentum projection on the field axis \( m_0 = 0 \), by a pulsed laser in region (B). The beam of Rydberg atoms then enters the interaction region (C), where they are irradiated by a microwave pulse of frequency \( \omega_v \) and well-defined duration \( \tau \). After leaving the interaction region, the non-ionized atoms are field-ionized by a static electric field in region (D), and the electrons are recorded. By iteratively repeating the experiment with and without microwave field, it is thus possible to determine the ionization probability as a function of the principal quantum number \( n_0 \) of the initial atomic state, of the microwave field amplitude \( F \), of the frequency \( \omega_v \) and of the atom-field interaction time \( \tau \) (for fixed \( \ell_0 = 1 \) and angular momentum projection \( m_0 = 0 \)).

At first glance, the experiments on rubidium showed qualitatively similar results as those on atomic hydrogen in the regime of dynamical localization: starting from a certain value of the principal quantum number the 'scaled' ionization threshold increases with an increasing quantum number \( n_0 \). As explained above, keeping the frequency constant and increasing the principal quantum number corresponds to an increase of the scaled frequency in the case of atomic hydrogen. To interpret the experimental results [9,42,44] in equal terms as the hydrogen results of [20, 21], heuristic scaling rules were employed which consist in scaling the laboratory frequency with respect to the energy difference between the initial state and the nearest atomic state accessible by an energy gaining dipole transition. However, it has to be noted here that, in contrast to the pure Coulomb potential, there is no justification in terms of the classical equations of motion or of the quantum mechanical Schrödinger equation for the existence of scaling rules for the alkali dynamics. On the contrary, the existence of a non-hydrogenic atomic core introduces a finite length scale that a priori prohibits the use of scaled variables. With the help of the

\[ \text{(Highly excited electrons with a low angular momentum have a finite probability to stay in the region of the atomic core, consisting of the nucleus and the inner electrons. Therefore, these low angular momentum states exhibit a non-hydrogenic phase shift ("quantum defect"), and the unsplit (i.e., energy of these "non-hydrogenic" states is separated from the "hydrogenic" part -- i.e. from the high angular momentum part -- of the same manifold. A more detailed discussion of the difference between alkali and hydrogen atoms will be provided in section 2.3.} \]
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The experimental results showed a strongly enhanced ionization probability for rubidium atoms as compared to the hydrogen experiments (i.e. the 'scaled' 10% threshold measured in the rubidium experiments are only 1/10 of those observed for microwave driven atomic hydrogen). What causes alkali atoms to be less stable under periodic driving than atomic hydrogen?

Given the qualitative agreement of the \( \omega \) and \( n_0 \) dependence of the ionization threshold for atomic hydrogen and alkali species, does some sort of classical scaling prevail in this manifestly quantum mechanical problem?

1.1.2.2 The Virginia experiments

While the results of the rubidium experiments do not quantitatively match with those of the hydrogen experiments, they do at least find qualitatively similar results as experiments on atomic hydrogen, since also in these experiments the signature of dynamical localization was observed, for non-hydrogenic atomic initial states. Thus the Munich experiments suggest an alkali ionization process similar to atomic hydrogen which, however, appears for some unexplained reason more efficient than in the case of atomic hydrogen. The experiments at the University of Virginia, on the other hand, seem to tell a different story. These experiments were mainly performed using relatively low microwave frequencies, and with the atoms initially prepared in hydrogen-like (high angular momentum) states with nearly hydrogenic energies, as well as in low angular momentum, non-hydrogenic states.

The low-frequency experiments on 'hydrogen-like' initial states [46,48,50] produced qualitatively and quantitatively similar results as experiments on atomic hydrogen. They found a dependence of the ionization threshold on the principal quantum number \( n_0 \) following \( F_{\text{obs}} \approx 1/\sqrt{n_0} \), in rough agreement with the experiments on atomic hydrogen [52] in the low-frequency regime (far below the regime of dynamical localization), for \( \omega_0 < 0.05 \). In addition, the same functional dependence of the ionization threshold on \( n_0 \) is expected in the limit of a static field. Experimental results on non-hydrogenic initial states, however, differed dramatically. In the same frequency regime, and for the same range of principal quantum numbers \( n_0 \), a dependence \( F_{\text{obs}} \approx 1/\sqrt{n_0} \) [47,48,53] was found, resulting in alkali thresholds of 1/10 of the hydrogenic ones, qualitatively matching the results of the rubidium experiments (which, however showed a different functional dependence of \( F_{\text{obs}}(n_0) \) on \( n_0 \)).

To understand the 1/\( n_0 \) scaling law of the ionization threshold—that is valid for low frequencies—the Virginia group proposed the following mechanism: It is known that the atomic energy levels with principal quantum number \( n_0 \) and \( n_0 + 1 \) start to cross at field amplitudes equal to 1/3\( n_0^2 \) [54], in a static electric field. While the Hamiltonian of hydrogen atoms exposed to a static electric field is separable [55,56] due to the high ('dynamical') symmetry of the Coulomb potential and thus the (hydrogen) energy levels of adjacent \( n_0 \) manifolds really cross at this field amplitude, the Hamiltonian for an atom with a non-Coulombic potential is non-separable. As a consequence, the same manifolds actually undergo an avoided crossing at this field amplitude. The non-hydrogenic (low angular momentum) state itself, which is detached from the hydrogenic part of the manifold, exhibits an avoided crossing with the rest of the manifold at an even lower field, namely at \( F_{\text{obs}} \approx 2\sqrt{3}/n_0^2 \) (where \( 0 < \delta < 1 \) is the 'quantum defect' of the low angular momentum state) [57]. For a very small external frequency, it is expected that adjacent \( n_0 \) manifolds of a periodically driven alkali atom perform an anti-crossing at the same field strength \( (F \approx 1/3n_0^2) \) as in the static field. Hence this also describes the field at which the electronic population can perform a Landau-Zener transition from the \( n_0 \) to the \( n_0 + 1 \) manifold. Once the transition from a non-hydrogenic initial state via the \( n_0 \) to the \( n_0 + 1 \) manifold is initiated, a fast 'ladder climbing' in the Rydberg energy progression is started, as the higher lying \( n \) manifolds perform avoided crossings already at weaker field amplitudes (due to the inequality \( 1/3(n_0 + 1)^2 < 1/3n_0^2 \)). Consequently, the field 1/3\( n_0^2 \) defines the 'rate limiting step' for electronic transport to higher energies, and is expected to define the threshold for the onset of the ionization process, approximately confirmed by the experiments [47,48,53]. However, the Virginia experiments with non-hydrogenic alkali initial states were never performed over a broad range of frequencies, nor over a broad range of principal quantum numbers \( n_0 \), and therefore the range of validity of this low-frequency picture remained unclear (it is obviously only applicable for low frequencies, but the notion of 'low' frequencies remains to be quantified for alkali atoms).

Only in a recent series of new experiments by the same group on microwave driven, hydrogenic initial states of lithium [49], with a frequency comparable to that used in [31], a large range of principal quantum numbers \( n_0 = 47, \ldots, 95 \) was scanned, and, both, a qualitatively and quantitatively good match was observed with the hydrogen experiments [31] in the scaled frequency range \( \omega = 0.2, \ldots, 1.5 \).

1.1.2.3 Theoretical description of microwave driven alkali states—a challenge for more than one decade

While the laboratory experiments are easier realized using alkali instead of hydrogen atoms, a situation is exactly the opposite in a theoretical attempt to describe the dynamics:

Firstly, due to the scattering of the highly excited electron off the multi-particle core consisting of the nucleus and the inner electrons [58,59], alkali atoms are intrinsically quantum mechanical objects. Therefore, the notion of a classical counterpart is at least questionable and the discussion in terms of some classical dynam-
ies by far less straightforward than in the hydrogen case. Furthermore, already unperturbed alkali atoms are indubitable three-dimensional objects, what is manifest in the loss of the angular momentum degeneracy in the unperturbed atom. Therefore, we cannot expect that calculations on one-dimensional model atoms can reasonably mimic or even reproduce the (three-dimensional) reality — only fully three-dimensional quantum calculations can provide reliable results. In addition, as already mentioned and as we will see in chapter 2.2, due to the finite size of the atomic core the alkali dynamics cannot be scale invariant. Thus, in contrast to atomic hydrogen, it is a priori illegitimate for alkali atoms to perform quantum calculations for moderate excitations, and to re-scale the obtained results to higher, typical experimental values of the principal quantum number. Therefore, a thorough investigation of the observed differences in the ionization of alkali and hydrogen atoms imperatively requires the description of the alkali dynamics for the experimental values of \( n_0 \approx 60 \). There, the density of states (which scales roughly as \( n_0^2 \)) is extremely large, and hence the computational demands are much higher than in the range of only moderately excited states.

Apart from the low-frequency approach of the Virginia group and a refined version of the Kepler map that is advertised to describe alkali atoms exposed to a microwave plus a static electric field [60], without, however, any quantitative comparison to the available experimental data, there is — to the best of our knowledge — so far no serious theoretical attempt to describe the ionization of microwave driven alkali atoms. In particular, there is no treatment of the problem where a broad range of principal quantum numbers is probed. Thus, a connection of the two scenarios described by the two experimental groups — dynamical localization as in driven hydrogen atoms, together with a strong enhancement of the ionization probability, and an ionization threshold following \( F \approx 1/3n^4 \) for low frequencies — has not been established so far.

In this thesis, we will present the first exact treatment of microwave driven hydrogen and alkali atoms, without any adjustable parameter. With our theoretical and numerical apparatus it is possible to perform a (numerical) experiment on alkali atoms as well as on atomic hydrogen, employing precisely the same parameters as in laboratory experiments. In this way, we provide for the missing link between the Munich and the Virginia experiments, and we will also address the puzzle of the experimentally observed discrepancies between the ionization thresholds of non-hydrogenic alkali states and those of atomic hydrogen. In this context, we will elucidate the question whether the classical Kepler frequency (which plays a crucial role for the understanding of microwave driven hydrogen) plays any role in the dynamics of microwave driven alkali atoms, and hence the question whether or under which conditions there exist any scaling rules for the ionization dynamics in the presence of a non-hydrogenic core. Furthermore, this program also bears

---

1.2 Microwave driven Rydberg states as an open quantum system

While research in the field of quantum chaos concentrated on the dynamics of closed, bound systems in the beginning, later on many groups became also interested in the dynamics of open systems. In non-integrable systems, chaotic scattering processes lead to fluctuations of scattering matrix elements and of the cross section, a phenomenon known from nuclear physics as Ericson fluctuations [62, 63]. Such fluctuations have been theoretically observed also in atomic physics, in the cross section of hydrogen atoms exposed to crossed (static) magnetic and electric fields [64]. In systems exhibiting Anderson localization (i.e. in systems where the classically chaotic dynamics is suppressed by quantum effects), in both, the localized and the metallic regime, similar fluctuations were observed in the conductance [27, 65] across the sample. Using a suitable generalization of the concept of conductance for a periodically driven atomic system and a one-dimensional model of the hydrogen atom, similar fluctuations have recently been found for microwave driven hydrogen atoms in the dynamically localized regime [66, 67].

In this thesis, we will not concentrate on this kind of fluctuations, but rather on a related theme, which is subject to ongoing vivid discussion in the literature since at least one decade, namely the temporal decay of the system. For classical systems, it is known that a chaotic phase space structure results in a fast decay of correlation functions. A typical function to measure this decay is the survival probability \( P_{\text{surv}}(t) \), which measures the probability that a particle’s trajectory can be found in a given region of phase space after time \( t \). In a completely chaotic system, this function behaves like \( P_{\text{surv}}(t) \sim e^{-\alpha t} \) [68], where \( \alpha \) is determined by parameters that describe the system’s phase space structure, such as the largest Lyapunov exponent. However, typical Hamiltonian systems do exhibit neither completely integrable nor completely chaotic structure, but exhibit a mixed regular-chaotic dynamics. The corresponding phase space consists of regular islands, surrounded by so-called ‘KAM’ tori, that break up for an increasing strength of the perturbation (i.e. at an enhanced ‘chaoticity’) of the system, and are surrounded by chaotic regions. The existence of regular islands causes the trajectories to remain trapped inside a given phase space region for longer times, due to the hierarchical phase space structure in the immediate vicinity of the islands [69–72]. Thus it is found that the survival probability does not decay exponentially, but algebraically, \( P_{\text{surv}}(t) \sim t^{-\alpha} \) [68, 71, 73]. While the general behavior — an algebraic decay of the survival probability — is nowadays common sense, the actual value of the positive decay constant \( \alpha \) for classical, mixed regular-chaotic systems is still under active debate [74–77].
13 Structure of the thesis

The present thesis is separated in two parts: Part I describes the 'set-up' of our numerical experiment on microwave driven Rydberg states. Here we describe the theoretical/numerical counterpart of the laboratory set-up, described in the above introductory section.

In chapter 2, we provide the theoretical tools to describe our system. Due to time-
Part I

The Set-Up
Chapter 2

Description of the system

2.1 Atomic Rydberg states in a microwave field

2.1.1 Atoms in electromagnetic fields

In this thesis, we are interested in Rydberg atoms with principal quantum numbers of the valence electron between $n_0 \approx 30$ and $80$, exposed to a microwave field. As we are dealing with singly excited states, correlation effects between the electrons, that are of importance, e.g., in the dynamics of doubly excited helium atoms \[ [88, 89] \], can be neglected, and the atomic dynamics is determined by a spherically symmetric, effective one electron potential $V_{\text{atom}}$. Furthermore, the fine structure splitting is negligible as compared to the mean level spacing.

For atomic hydrogen, the atomic potential $V_{\text{atom}}$ is given by the attractive Coulomb potential $-1/r$, and for alkali atoms we will specify $V_{\text{atom}}$ in section 2.3. Hence, the non-relativistic Hamilton operator of the atom interacting with the external field reads, in atomic units ($m_e = |\psi| = \hbar = 4\pi\varepsilon_0 = 1$):

$$ H = \frac{1}{2} (p - A(r,t))^2 + V_{\text{atom}}(r) + \Phi(r,t). $$

(2.1)

Here $A(r,t)$ and $\Phi(r,t)$ denote the vector and the scalar potential of the external electromagnetic field, respectively. Since the frequency $\omega$ of the microwave fields we are interested in is typically of the order of $10^{-8}$ a.u., its wave-length $\lambda = 2\pi c/\omega \approx 2\pi \cdot 137/\omega$ is much larger than the approximate radius of the electron orbit (which is of the order of $n^2$ a.u.). Therefore we can employ the dipole approximation \[ [56] \], which leads to the following Hamiltonian, written in the length and in the velocity gauge, respectively:

$$ H = \frac{p^2}{2} + V_{\text{atom}}(r) + r \cdot F \cdot \sin(\omega t) \quad (\text{length gauge}), $$

(2.2)

$$ H = \frac{p^2}{2} + V_{\text{atom}}(r) - \frac{F}{\omega} \cdot p \sin(\omega t) \quad (\text{velocity gauge}). $$

(2.3)

\( ^{(1)} \) Throughout this thesis we will use atomic units. Only the microwave frequency will mostly be specified in Hz (with 1 a.u. = 4.136 \cdot 10^{14}$ Hz) \[ [90] \] to ease the comparison to experimental data.
2.1 Atomic Rydberg states in a microwave field

Since the whole spectrum is folded into a single Floquet zone of width \( \omega \), the choice of the Floquet zone is – in principle – arbitrary.

With the help of the Floquet Hamiltonian and employing the length gauge (2.2), the time-dependent Schrödinger equation for the microwave driven Rydberg atom turns into

\[
\frac{p^2}{2} + V_{\text{atom}}(r) + \frac{e^2}{2r} \left( e^{i\omega t} + e^{-i\omega t} \right) - i\hbar \left( \psi_{\text{rf}}(r,t) \right) = e_j |\psi_j(\mathbf{r},t)\rangle, \ j \in \mathbb{Z}.
\] (2.9)

Due to the time-periodicity of the Floquet states \( |\psi_j(\mathbf{r},t)\rangle \), it is convenient to expand them in a Fourier series:

\[
|\psi_j(\mathbf{r},t)\rangle = \sum_k e^{-ik\omega t} |\psi^k_\omega(\mathbf{r})\rangle.
\] (2.10)

Inserting the Fourier expansion (2.10) in the Floquet eigenvalue problem (2.9) leads to the following set of coupled, time-independent differential equations:

\[
\left( \frac{p^2}{2} + V_{\text{atom}}(r) \right) |\psi^k_\omega(\mathbf{r})\rangle + \frac{e^2}{2r} \left( |\psi^j_\omega(\mathbf{r})\rangle + |\psi^{j+1}_\omega(\mathbf{r})\rangle + |\psi^{j-1}_\omega(\mathbf{r})\rangle \right) = e_j |\psi_j(\mathbf{r})\rangle, \ k \in \mathbb{Z}.
\] (2.11)

The price for the transformation of the time-dependent eigenvalue problem into a time-independent set of differential equations has to be paid by keeping track of the additional quantum number \( k \), which counts the number of photons exchanged between the atom and the field. The notion of an exchange of photons can be used in this context, although we employed a classical field in (2.2) and (2.3). In this 'semiclassical description' the atom-field interaction is described by \( \mathbf{r} \cdot \mathbf{F} \cdot \cos(\phi) \), instead of \( g(a^\dagger + a) \) (with \( a^\dagger \) and \( a \) the creation and the annihilation operator, respectively, of the photon field) in a fully quantized treatment of an atom interacting with a single mode coherent state of the photon field. In the fully quantized version, the expectation value of \( a^\dagger a \) expresses the average number \( N \) of photons in the field, i.e. the field intensity. If \( N \) is large, the difference between \( \sqrt{N} \) and \( \sqrt{N+1} \) is small, and it can be shown [95,98] that the Hamilton operator in the fully quantized, dressed state approach [91] is equivalent to the Floquet Hamiltonian \( \hat{H} \), provided the quantum number \( k \) is identified with \( N - \sqrt{N} \) (where \( N \) is the occupation number of the mode), and \( F \) is identified with \( \sqrt{N} \) independently of \( k \).

As is generally known, the spectrum of unperturbed atoms not only consists of a discrete, but also of a continuous part. An external oscillating field induces a coupling of all atomic states dressed with \( k \) photons to states dressed with \( k-1 \) and \( k+1 \) photons, as apparent from (2.11). Consequently, all bound states are coupled responds to the Floquet zone. However - due to the explicit time dependence - the Floquet problem for a three-dimensional, atom with one active electron, leads to a 3 + 1 dimensional problem – the extra dimension given by the time axis – whereas the spatially periodic problem in general leads to a time-independent eigenvalue problem, without increase of the dimensionality.
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Figure 2.1: Poles of the resolvent operator of the Floquet Hamiltonian of a periodically driven atom. The resonances that are embedded in the continuum without the analytic continuation, can be uncovered only by analytic continuation of the resolvent operator.

to the continuum, and thus each bound state can decay via a multi-photon transition. Therefore, the spectrum of (2.9) consists of resonances with finite life-times embedded in the continuum. An elegant way to extract the quasi-energies $\varepsilon_j$ and the corresponding life times is provided by...

2.1.3 Complex dilation

Since all Floquet eigenstates of the driven atom are decaying states [99, 100], all these states are represented by outgoing waves after a sufficiently long atom-field interaction time. The situation can be described as a half scattering process. Consequently, the eigenstates can be identified with the poles of the resolvent operator $G(E) = (E - H)^{-1}$ of the Hamilton operator $H$ [101]. The spectrum of the analytic continuation of $G(E)$ in the complex plane is sketched in figure 2.1, it consists of:

- Poles in the negative complex plane (more accurately, on the second Riemann sheet). They correspond to the scattering resonances at complex energies $\varepsilon = E - i\Gamma/2$, $\Gamma > 0$.
- The eigenvalues of the continuum states which are situated on the real energy axis.
- Finally, if there are any bound states (due to accidental destructive interference of continuum transition amplitudes), they correspond to discrete eigenvalues on the real axis, embedded in the continuum.

2.1 Atomic Rydberg states in a microwave field

Figure 2.2: Spectrum of the complex dilated Floquet Hamiltonian. For sufficiently large rotation angle $\Theta$ the resonances $\varepsilon = E - i\Gamma/2$ are exposed and independent of $\Theta$.

To separate the quasi-energies $\varepsilon_j$ with the corresponding life times (given by the inverse of the ionization rates $\Gamma_j$) of the resonances from the continuum, we do not explicitly use the resolvent operator in the following, but the method of complex dilation. This method is based on theorems of functional and operator analysis [102], its applicability for the Coulomb potential is demonstrated in [100]. The method consists in the complexification of the position and momentum operators, according to:

$$F \rightarrow F^0, \; p \rightarrow p e^{-i\Theta},$$

with: $0 < \Theta < \pi/4$.

Note that the dilation (2.12) of the position and momentum operators leaves the value of the commutator invariant, i.e $[x, p] = [x^0, p e^{-i\Theta}]$. The transformation (2.12) is accomplished by the non-unitary complex dilation operator

$$R(\Theta) = \exp \left(-\frac{\Theta}{2} (x \cdot p - p \cdot x)\right).$$

The spectrum of the dilated Floquet Hamiltonian is sketched in figure 2.2, it consists of the following components:

a) The continuum part of the spectrum. The continuum states are situated on half lines rotated by an angle $-2\Theta$ from the real axis, branching at the multi-photon ionization threshold energies $K\omega$, ($K$ an integer).

b) Complex eigenvalues $\varepsilon_j = E_j - i\Gamma_j/2$ with positive ionization rates $\Gamma_j$. These resonance poles of the analytic continuation of the resolvent operator...
are $\Theta$-independent, provided the rotation angle is large enough to separate them from the continuum states (see a) above), i.e. for $\Theta > - \arg (\varepsilon_j - i \Omega^n/2)/2$. The corresponding wave-functions are square integrable functions [103] (in contrast to the eigenfunctions of the unrotated Hamiltonian, which are outgoing waves [104], as mentioned above).

c) Apart from exceptional values of $F$ and $\omega$, there are no real eigenvalues, as under periodic driving all bound states of an atom turn into resonances with finite ionization rates [99], and thus all eigenvalues exhibit non-vanishing imaginary parts.

If the complex dilated Hamiltonian

$$\mathcal{H}_0 := R(\Theta) \mathcal{H} R(-\Theta)$$

is represented in a real basis, such as the Sturmian basis set we will employ in section 2.4, the resulting matrix is a complex symmetric instead of a hermitian matrix. Hence, the left eigenvectors of the complex dilated Hamiltonian are the transpose and not the hermitian conjugate of the right eigenvectors. To express this, we will use the notation $\left[ \tilde{\Psi}_{\phi_j \omega}^{+} \right]$ for the left eigenvectors corresponding to $\left| \Phi_{\phi_j \omega}^{+} \right\rangle$. However, since the time-dependent part of a solution of the Floquet eigenvalue problem is unchanged under the transformation (2.13), only the spatial part of the eigenvectors has to be transposed, while the time-dependent part also has to be complex conjugated. The left eigenfunctions corresponding to the eigenvalues $\varepsilon_j$ of the complex dilated Hamiltonian are thus given by

$$\langle \tilde{\Psi}_{\phi_j \omega}(r, t) | \mathcal{H}_0 | \Psi_{\phi_j \omega}(r, t) \rangle = \varepsilon_j \langle \tilde{\Psi}_{\phi_j \omega}(r, t) | \Psi_{\phi_j \omega}(r, t) \rangle = \sum_k e^{i \varepsilon_j k^2} \langle \tilde{\Psi}_{\phi_j \omega}^{+} | \Psi_{\phi_j \omega}^{+} \rangle.$$  (2.15)

For the spatial part, we consequently have the following scalar product:

$$\langle \tilde{\Psi}_{\phi_j \omega}^{+} | \Psi_{\phi_j \omega}^{+} \rangle = \int \psi_{\phi_j \omega}^{+}(r) \psi_{\phi_j \omega}(r) \, dr.$$  (2.16)

In the following chapters we will be interested in the ionization probability of a given initial state. Therefore, we will implicitly make use of the time evolution operator $U(t_2, t_1)$, which propagates the wave-function from $t_1$ to $t_2$. A representation of this operator for a complex dilated Floquet Hamiltonian was derived in [33, 54]. For the sake of completeness, we quote the result:

$$U(t_2, t_1) = \sum_{j, k, \lambda_0} e^{-i \varepsilon_j (t_2 - t_1)} e^{i \lambda_0 t_1} R(-\Theta) | \psi_{\phi_j \omega}^{+} \rangle \langle \tilde{\Psi}_{\phi_j \omega}^{+} | R(\Theta).$$  (2.17)

### 2.2 Atomic hydrogen

So far, our discussion was not specific for any particular atomic species—simply assumed a single electron Rydberg state, bound by an effective one-electron potential $V_{\text{atom}}$. For atomic hydrogen, this potential is given by the attractive Coulomb potential $-1/r$. In this case, all operators in the Hamiltonian (2.2) (which also describes the classical Hamilton function, provided the operators $\mathbf{r}$ and $\mathbf{p}$ are replaced by the position and momentum variables) are power functions of the position and momentum operator, more generally, they are homogeneous functions in $\mathbf{r}$ and $\mathbf{p}$ [28]. This suggests to take advantage of the scale invariance of the classical dynamical equations of the driven Kepler problem [28,29] in our description of the quantum excitation and ionization process. The classical equations of motion are invariant under the following transformations,

$$H_0 = \lambda H, \quad t_0 = \lambda^{-\frac{1}{2}} t,$$

$$r_0 = \lambda^{-\frac{1}{2}} \mathbf{r}, \quad p_0 = \lambda \mathbf{p},$$  (2.18)

$$F_0 = \lambda^3 F, \quad \omega_0 = \lambda \omega,$$

with a real, positive scaling parameter $\lambda$. An appropriate choice is $\lambda = n_0^{\frac{1}{2}}$ (with $n_0$ the principal action, which corresponds to the principal quantum number in quantum mechanics), since in this way the scaled, unperturbed energy can be kept constant ($\lambda H_0 = n_0^2 E = -1/2$). We already mentioned in the introduction that it is thus possible to keep the (classical) phase space structure fixed while changing the actual energy of the atomic initial state, i.e. the energy $-1/n_0^2$ of an electron moving on the $n_0$-th Bohr orbit. As easily deduced from (2.18), the relevant scaled quantities describing the external field are

$$\omega_0 = \omega \cdot n_0^{\frac{1}{2}},$$  (2.19)

and

$$F_0 = F \cdot n_0^{\frac{3}{2}}.$$  (2.20)

$\omega_0$ and $F_0$ measure frequency and field amplitude in units of the Kepler frequency of the classical electron and of the Coulomb force between electron and nucleus on the $n_0$-th Bohr orbit, as already noted in section 1.1.1. Furthermore, due to Bohr’s correspondence principle (applicable for large $n_0$), the Kepler frequency also approximates the local energy spacing in the Rydberg progression of the quantum spectrum. Thus measuring $\omega$ in units of the Kepler frequency is tantamount to scaling $\omega$ with respect to the difference between the quantum mechanical (unperturbed) hydrogenic energy levels $E_n$ and $E_{n+1}$, and provides a direct link between the characteristic time scale of the driving force and the local energy splitting of the unperturbed quantum spectrum. Note, however, that the local energy splitting lends itself as a natural measure of the driving frequency, even in the absence of a classical analogue of the atomic dynamics.

Applying the scaling rules (2.18) to the quantum mechanical operators also affects the commutator of the scaled position operator $\mathbf{r}_0$ with the scaled momentum operator $\mathbf{p}_0$, according to

$$[r_0, p_0] = i \lambda^{-1} \hbar = i \frac{1}{n_0} \hbar.$$  (2.21)
Thus, the use of scaled variables seems to introduce an effective value $h/\hbar_0$ of Planck's constant. This highlights the fact that the so-called 'semiclassical limit $\hbar \to 0$' [105] is reached for highly excited states. (Of course, also in this case the actual Planck constant is constant. However, as $\hbar_0$ is increased, $h$ is small compared to the typical actions which characterize the dynamics of the system.)

With this caveat in mind, the above scaling rules remain very instructive for the interpretation of the actual quantum dynamics. The use of scaled rather than laboratory parameters facilitates the understanding of the quantum dynamics of driven atomic hydrogen considerably, and allows to identify highly relevant and robust signatures of the underlying non-linear classical dynamics in the quantum spectrum [106–108], which cannot be fully appreciated on the basis of a purely quantum mechanical description.

Furthermore, the approximate validity of classical scaling for the quantum dynamics has an important practical consequence: Since the number of photons that separate the atomic initial state from the continuum scales as $1/2\hbar_0$ as $\hbar_0 = \hbar_0$ and $n_0^3$, fully three-dimensional quantum calculations using typical experimental parameters ($\hbar_0 = 1$ for $n_0 \approx 60$) were not feasible up to now. Therefore, in the only three-dimensional quantum calculations on microwave driven atomic hydrogen [32,34,86] reported up to now, the scaling rules (2.20) were employed to map the results of exact calculations for $n_0 \approx 23$ on experimentally used parameters. These simulations led to a qualitatively satisfactory comparison with the experimental results, amended by a systematic difference between the numerical ($n_0 = 23$) and the experimental ($n_0 \approx 60$) ionization thresholds of up to a factor two. This latter discrepancy illustrates that the classical scaling rules hold only approximately in the real quantum system, as a consequence of (2.21) [34] (see also the footnote on page 5). Only now, as we shall illustrate further down in this thesis, can we treat the fully three-dimensional problem with $n_0 \approx 60$, without additional reference to classical scaling rules.

For alkali atoms, on the other hand, the situation changes significantly. The difference between highly excited alkali atoms and Rydberg states of atomic hydrogen consists in the presence of an atomic core, made of the nucleus and a multi-electron cloud which screens the nuclear charge. In contrast to hydrogen, where the nucleus is given by a single proton, with a radius of the order of $10^{-7}$ a.u. [109], the atomic core of alkali atoms has a size of some atomic units. Since the use of scaled parameters also includes the scaling of radii, the existence of such a finite-size radius—which obviously does not scale as suggested by (2.18)—makes the use of the scaling rules introduced above a priori impossible.

2.3 Alkali atoms

2.3.1 Quantum defect theory

The effect of the atomic core on the dynamics of the highly excited outer electron of an alkali atom is twofold. Firstly, it causes a scattering of the wave-function of the outer electron, which consequently accumulates a phase shift relative to the hydrogenic wave-function. Secondly, for large distances $r > r_{\text{core}}$ (where $r_{\text{core}}$ defines the size of the atomic core), the inner electrons screen the nuclear charge, and the Rydberg electron moves in an attractive Coulomb potential with charge +1, as in the case of atomic hydrogen. Thus, the radial part of the bound electronic wave-function $F_{tE_{\text{alk}}}$ has to fulfill the following equation:

$$
\left(-\frac{1}{2}\frac{d^2}{dr^2} - \frac{\ell(e+1)}{r^2} + V_{\text{atom}}(r) - E_{\text{alk}}\right) F_{tE_{\text{alk}}}(r) = 0,
$$

(2.22)

with $E_{\text{alk}} < 0$, and $V_{\text{atom}} = -1/r$, for $r > r_{\text{core}} > 0$.

Equation (2.22) is a second order differential equation and therefore has two linearly independent solutions, the 'regular' $f(E, \ell, r)$ and the 'irregular' $g(E, \ell, r)$ Coulomb function [110–112]. The notion regular and irregular indicates the behavior of these functions at the origin:

$$
f(E, \ell, r) \to r^{\ell+1},
$$

(2.23)

$$
g(E, \ell, r) \to -r^{-\ell}.
$$

(2.24)

Because of the boundary condition of a vanishing wave-function at the origin, the hydrogenic wave-function is given by (2.23). For alkali atoms on the other hand, the origin is excluded from the domain of equation (2.22), and hence also an irregular contribution to the wave-function is possible. Thus, the hydrogenic boundary condition at $r = 0$ has to be replaced by the requirement that the wave-function acquires a phase shift $\pi$ with respect to the hydrogenic function (for $r > r_{\text{core}}$). A solution of (2.22) is given by [110–112]:

$$
F_{tE_{\text{alk}}}(r) = N(E_{\text{alk}}) \left[f(E_{\text{alk}}, \ell, r) \cos(\tau) - g(E_{\text{alk}}, \ell, r) \sin(\tau)\right],
$$

(2.25)

where $N(E_{\text{alk}})$ is a suitably chosen, energy-dependent normalization constant. As we consider bound states here, the function $F_{tE_{\text{alk}}}(r)$ has to vanish for $r \to \infty$. Therefore, we need to know the behavior of the Coulomb functions for large $r$. Asymptotically they tend to:

$$
f(E, \ell, r) \to \nu(m, \ell, r) \sin(\pi m) - \nu(m, \ell, r) e^{i\pi m},
$$

(2.26)

$$
g(E, \ell, r) \to -\nu(m, \ell, r) \cos(\pi m) \nu(m, \ell, r) e^{i\pi m + \frac{\pi}{2}},
$$

(2.27)

with $m = \sqrt{\frac{1}{2E}}$.

(2.28)

where $\nu(m, \ell, r)$ and $e^{i\pi m}$ are exponentially increasing and exponentially decreasing functions, respectively [110–112]. To obtain an asymptotically decreasing function, the prefactors of $\nu(m, \ell, r)$ in (2.25) have to vanish. This leads to the following condition:

$$
\sin(\pi m) = \sin(\pi + \pi \sqrt{\frac{1}{2E_{\text{alk}}}}) = 0.
$$

(2.29)
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Ergo, the energy \( E_{\text{alk}} \) of unperturbed, bound alkali states has to fulfill the equation:

\[
E_{\text{alk}} = -\frac{1}{2 n_{\text{eff}}^2} = -\frac{1}{2(n - \delta)^2}, \quad n \in \mathbb{N}, \tag{2.30}
\]

where \( \delta \) is connected with the phase shift of the alkali wave-function by \( r = \delta \cdot \pi \), and denotes the angular momentum dependent quantum defect. To emphasize the correspondence with the hydrogen atom, the non-integer quantity \( n_{\text{eff}} \) is often called the "effective principal quantum number".

The quantum defects only weakly depend on the energy, and can be obtained from experimental, high-resolution spectroscopic data [113, 114]. As we see in table 2.3.1, they take non-vanishing values only for small angular momenta (\( \ell < 3 \)).

<table>
<thead>
<tr>
<th>( \ell )</th>
<th>( \delta_{\ell=2} )</th>
<th>( \delta_{\ell=3} )</th>
<th>( \delta_{\ell=2} )</th>
<th>( \delta_{\ell=3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>0.399468</td>
<td>0.047206</td>
<td>0.002129</td>
<td>-7.7 \times 10^{-5}</td>
</tr>
<tr>
<td>Na</td>
<td>1.347964</td>
<td>0.855</td>
<td>0.015543</td>
<td>0.001453</td>
</tr>
<tr>
<td>K</td>
<td>2.180199</td>
<td>1.71</td>
<td>0.277</td>
<td>0.010098</td>
</tr>
<tr>
<td>Rb</td>
<td>3.1309</td>
<td>2.6515</td>
<td>1.3472</td>
<td>0.016312</td>
</tr>
</tbody>
</table>

Table 2.3.1: Quantum defects of lithium, sodium, potassium, and rubidium [113]. For sodium, potassium and rubidium the quantum defects of the \( \ell = 1 \) states (and of the \( \ell = 2 \) states in the case of K) are the average values of the quantum defects of states with total (spin and orbital) angular momenta 1/2 and 3/2.

Finally, for bound states, the properly normalized solution of (2.22) is given by:

\[
F_{E_{\text{alk}}} (r) = \cos(\pi \delta) s_{E_{\text{alk}}} + \sin(\pi \delta) c_{E_{\text{alk}}}. \tag{2.31}
\]

Here, the functions \( s_{E_{\text{alk}}} (E, r) \) and \( c_{E_{\text{alk}}} (E, r) \) are the energy-normalized regular and irregular Coulomb functions \( f(E, \ell, r) \) and \( g(E, \ell, r) \), respectively [110, 115].

As the external driving field induces a coupling of all bound states to the continuum (see section 2.1.3), we also need to know the representation of the continuum states. A relation between the quantum defects and the asymptotic phase shift of the alkali continuum wave-function relative to the hydrogenic wave-function is given by Seaton’s theorem [110, 115]:

\[
\lim_{n \to \infty} \delta_{\ell} = \frac{1}{\pi} \lim_{E \to 0^+} \delta(E). \tag{2.32}
\]

For \( E > 0 \), the solution of (2.22) can be written as:

\[
F(E, r) \approx \frac{1}{\sqrt{2 \pi E}} \left( s(\xi) \cos(\delta(E)) + c(\xi) \sin(\delta(E)) \right), \tag{2.33}
\]

\[
\xi = \sqrt{2E} - \frac{\ell}{2} \ln(2\sqrt{2E}) + \text{arg} \Gamma(\ell + 1 - \frac{i}{\sqrt{2E}}),
\]

2.3 Alkali atoms
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Figure 2.3: For alkali atoms exposed to an external field, configuration space can be divided in three regions: the inner region (I), the intermediate region (II), and the external region (III). In all three regions the dynamics has to be described differently.

with \( \Gamma \) the well-known Gamma function [116]. The regular and irregular Coulomb functions both for \( E < 0 \) and \( E > 0 \) can be expressed in terms of Whittaker functions and expanded in power series, as described in [110,115,117–119]. The continuation of the Coulomb functions, analytic in energy, for complex radii and energies was developed in [120–122].

2.3.2 Alkali atoms in an external field

As already pointed out, we cannot specify an effective one-electron potential for alkali atoms valid for all \( r \in \mathbb{R}^+ \), without the use of free, adjustable parameters. However, knowing an expression for the wave-function of the valence electron outside the atomic core, we can treat the interaction of alkali Rydberg states with an external field without the use of free parameters. The only parameters that will be used are the quantum defects introduced above — obtained by highly accurate spectroscopic experiments.

For our approach we split configuration space in three regions (see figure 2.3) distinguished by the relative relevance of the external field and the multi-particle atomic fields:

(I) Inner region, \( 0 < r < r_{\text{core}} \): Inside the atomic core the dynamics is dominated by complicated multi-particle effects. Here, it is impossible to describe the dynamics in terms of a one-particle picture.

(II) Intermediate region \( r_{\text{core}} < r < r_0 \): Outside the atomic core, but not far away from the origin, the external field is small compared with the field between atomic core and electron. In this region, the wave-function of the outer
At $r = r_0$, the solution of (2.34) has to be matched smoothly to the wavefunction in region (II). This determines the phase shift of $F_{k,E}(r)$ relative to the hydrogenic solution of (2.34).

To find the eigenfunctions of the problem, we thus have to find a solution of (2.34). However, in the restricted range $r \geq r_0$ of this equation, the operator $d^2/dr^2$ is no more hermitian.\(^{10}\) To enforce the hermiticity of the second derivative also in the reduced range, we have to add a surface term [123]

$$\mathcal{L} = -\frac{1}{2} \delta(r - r_0) \left( \frac{\partial}{\partial r} - C \right)$$

(2.35)

to the left hand side of (2.34), where $\delta(r)$ denotes the Dirac delta function. The constant $C$ in $\mathcal{L}$ – which is in principle arbitrary – helps to match the solution in region (III) to that in (II) [124]. Therefore, we define $C$ as the logarithmic derivative of the wavefunction in (II), at the position $r_0$:

$$C = C_{k,E} = \frac{1}{F_{k,E}(r_0)} \left. \frac{d}{dr} F_{k,E}(r) \right|_{r=r_0}.$$ 

(2.36)

The eigenfunctions of our problem are thus given by the solutions of equation (2.34), amended by (2.36). The described approach was baptized a variant of R-matrix in [120,124]. In the following, we briefly sketch the conventional R-matrix method as used in [125–127], and show the relation to our present approach.

The starting point for standard R-matrix methods is the same division of configuration space as in figure 2.3, with the differential equation (2.34) for the radial wavefunction $F_{k,E}(r)$ in region (III). Again, a surface term $\mathcal{L}$ is added, but now the constant $C$ is set to zero. This leads to the following differential equation:

$$(H + \mathcal{L}) \xi_{k,E}(r) = E \xi_{k,E}(r), \quad r \geq r_0$$

(2.37)

where $H$ denotes the operator on the left hand side of (2.34). The radial eigenfunctions $\xi_{k,E}(r)$ to the eigenvalues $E_k$ of (2.37) satisfy arbitrary boundary conditions.

\(^{10}\) Note that here the loss of hermiticity is not related to the complex dilation of position and momentum operators introduced in section 2.1.3. It is just a simple example that hermiticity of an operator can only be stated if its domain is defined.

### 2.3 Alkali atoms

At $r = r_0$. These normalized functions form a complete set over $[r_0, \infty)$, hence we can represent $F_{k,E}(r)$ in this set:

$$F_{k,E}(r) = \sum_{r_0}^\infty \xi_{k,E}(r^*) F_{k,E}(r^*) dr \xi_{k,E}(r).$$

(2.38)

The wavefunction in region (III), $F_{k,E}(r)$, has to satisfy (2.34). Adding the surface term $\mathcal{L}$ to this equation we obtain:

$$(H + \mathcal{L} - E) F_{k,E}(r) = \mathcal{L} F_{k,E}(r), \quad r \geq r_0.$$ 

(2.39)

Multiplying (2.39) with $\xi_{k,E}^*(r)$ from the left, and integrating over $[r_0, \infty)$, we obtain:

$$\int_{r_0}^\infty \xi_{k,E}^*(r) F_{k,E}(r) dr = \left. -\frac{1}{2} \xi_{k,E}^*(r_0) \frac{dF_{k,E}(r)}{dr} \right|_{r=r_0}.$$ 

(2.40)

With (2.40) and (2.38) we thus obtain an expression for $F_{k,E}(r)$ at the boundary $r = r_0$:

$$F_{k,E}(r_0) = \frac{1}{2} \sum_{k} \frac{\xi_{k,E}(r_0) \xi_{k,E}(r_0)}{E_k} \frac{dF_{k,E}(r)}{dr} \left|_{r=r_0} \right.$$ 

(2.41)

with the R-matrix $R(r_0, E)$. The typical procedure in this approach is to compute the function $\xi_{k,E}(r)$ in region (III) according to (2.37), and to extract the eigenvalue $E_k$ subsequently with the help of (2.41), where $F_{k,E}(r_0)$ and $dF_{k,E}(dr)|_{r=r_0}$ are determined by the wavefunction and its derivative at the boundary of region (II). The eigenfunction $F_{k,E}(r)$ valid for all $r \in [r_0, \infty)$ is then given by (2.38).

The disadvantage of this approach for our problem is that the eigenfunctions and eigenvalues from the region (III) are needed to form the R-matrix. After this matrix is formed it is matched to the region (II) wavefunction known from quantum defect theory. The method we are using instead uses this information already before the diagonalization.

### 2.3.3 Periodically driven alkali atoms

To solve the Floquet problem (2.11), the method explained in the preceding section has to be slightly modified. As shown in section 2.1.2, the spectrum of (2.11) is aperiodic, and thus for each quasi-energy $\epsilon_j$ also $\epsilon_j + \hbar \omega (k \in \mathbb{Z})$ is an eigenvalue of the Hamiltonian. Thus, we have to adapt the surface term for the Floquet problem, by redefining the constant $C$, (2.36), in the following way:

$$C = C_{\epsilon_j, k} = \frac{1}{F_{\epsilon_j, k}(r_0)} \left. \frac{d}{dr} F_{\epsilon_j, k}(r) \right|_{r=r_0}.$$ 

(2.42)
Hence, the function \( F_{\epsilon_j}(r) = F_{\epsilon_j,k}(r) \) has to be evaluated at the quasi-energy \( \epsilon_j + k\omega \):
\[
F_{\epsilon_j,k}(r) = \cos(n\epsilon_j) \cdot s_1(\epsilon_j + k\omega, r) + \sin(n\epsilon_j) \cdot c_1(\epsilon_j + k\omega, r), \text{ at } r = r_0.
\]
(2.43)

To compute \( c_1 \) and \( s_1 \) at (quasi-) energies different from the unperturbed alkali levels \(-1/(2(n-\delta_j)^2)\), we make in particular use of the representation of the Coulomb functions as analytic functions of energy. Furthermore, since \( k \) covers all integer numbers, we also need the Coulomb functions in the continuum, i.e. Seaton’s theorem (2.32).

From the definitions (2.36) and (2.42), it is clear that \( C_{\epsilon_j,k} \) has to be evaluated exactly at the (quasi-) energy \( \epsilon_{\text{match}} = \epsilon_j + k\omega \), which is an eigenvalue of the Floquet problem. As \( \epsilon_j \) is not known beforehand, this requires in principle an iterative procedure. Consequently, the diagonalization of the resulting eigenvalue problem only yields a single converged eigenvalue, which is obtained after some iterations in a self consistent way. To overcome this problem and to obtain more than just one converged eigenvalue per diagonalization, we use an improvement that was also used to describe alkali atoms in the presence of static fields [121]. The idea is to expand (2.42), which is a smooth function of energy, as a power series in energy:
\[
C_{\epsilon_j,k} = C_{\epsilon_j,k}^0 + (\epsilon + k\omega)C_{\epsilon_j,k}^1 + \ldots,
\]
(2.44)

Instead of the exact term \( C_{\epsilon_j,k} \), we employ only the constant and the linear term, \( C_{\epsilon_j,k}^0 \) and \( C_{\epsilon_j,k}^1 \). They are found by computing the Coulomb functions at the position \( r_0 \) over a suitable energy grid, and fitting the logarithmic derivative to a linear function. This approach (‘approximation of the linear energy dependence of the surface term’, ALEDST) allows to obtain some hundred converged eigenvalues within a single diagonalization. We will briefly account for the quality of this approximation in section 3.3.1.

### 2.4 Representation in a Sturmian basis set

The complex dilated set of coupled differential equations (2.11), amended by the core induced surface term (2.42), is now represented in a suitable basis set. An appropriate choice are the real Sturmian basis functions [128–130] \( |S_{n,\phi}(\alpha)\rangle \). In spherical coordinates, the Sturmian functions are given by the expression:
\[
|r, \theta, \phi \rangle |S_{n,\phi}(\alpha)\rangle = D(n, \ell) \exp \left(-\frac{r}{\alpha}\right) \left(\frac{2\ell + 1}{\alpha}\right)^{\ell} J_{n-\ell-1}(2\ell \frac{r}{\alpha}) Y_{\ell m}(\theta, \phi),
\]
(2.45)

with \( D(n, \ell) = \sqrt{\frac{(n-\ell-1)!}{(n+\ell)!}} \), and \(|n| \leq \ell < n\).

where \( Y_{\ell m}(\theta, \phi) \) denote the usual spherical harmonics [131, 132], and \( L_{\ell m}^{(0)}(r) \) the associated Laguerre polynomials [116, 132].

The ideal suitability of this set of functions for hydrogen (\( -\mathrm{i} \)) problems consists in the fact that they perfectly match the internal SO(4) symmetry of the Coulomb problem [134]. The \( n \)-th Sturmian function with \( n = \alpha \), for instance, coincides exactly with the eigenfunction of the unperturbed hydrogen atom with energy \(-1/(2n^2)\), angular momentum \( \ell \), and in the projection of the angular momentum on the quantization axis. Furthermore, the Sturmian functions are a discrete (though non-orthogonal) basis set representing both the discrete and the continuum part of the spectrum.

The real scaling parameter \( \alpha \) in (2.45) determines the scale of the oscillations of the functions \( |S_{n,\phi}(\alpha)\rangle \). Comparing the definition (2.45) to the analytical form of hydrogen wave-functions, we note that (up to normalization constants) the \( n \)-th bound hydrogen wave-function is represented by the \( n \)-th Sturmian function, given that \( n_{\text{hydro}} = (\ell n/\alpha)^{\text{sturm}} \). A suitable choice of \( \alpha \) enables us thus to define the region where an optimal ‘resolution’ of the wave-function is achieved, even for not too large a basis size. In a numerical simulation we obviously have to introduce a cutoff \( n_{\text{trap}} \) of the Sturmian basis. This also introduces a shift of the continuum threshold to a lower value: Since the expectation value of the position operator \( \langle r_{\text{trap}} \rangle \) scales as \( n^2 \) [131], using Sturmian functions the expectation value \( \langle r_{\text{sturm}}^2 \rangle \) scales as \( n^2 \alpha^2 \). The expectation value of the position of the \( n_{\text{trap}} \)-th Sturmian function thus scales as \( n_{\text{trap}} \alpha \), hence the effective continuum thresholds \( n_{\text{max}} \) is given by:
\[
n_{\text{max}}^\text{eff} = n_{\text{trap}} \cdot \alpha,\quad \text{and } \quad \alpha_{\text{cut}}^\text{eff} = -\frac{1}{2n_{\text{trap}} \alpha}.
\]
(2.46)

Note that also in laboratory experiments an effective cutoff quantum number \( n_{\text{max}}^\text{eff} \) is introduced, i.e. highly excited bound states with \( n > n_{\text{max}}^\text{eff} \) cannot be distinguished from continuum states. There, the existence of an effective continuum threshold is caused by unavoidable stray electric fields created by contact potentials [20, 42].

The Sturmian functions are only orthogonal for a scalar product involving a factor \( 1/r \), instead of the usual scalar product. Hence, our eigenvalue problem (2.11), which is of the form \( \mathcal{A} x = \lambda x \), turns into a generalized eigenvalue problem of the form:
\[
\mathcal{A} x = \lambda \mathcal{B} x.
\]
(2.47)

The matrix \( \mathcal{A} \) is given by the matrix elements (evaluated as radial integrals in the range \([r_1, \infty)\)):
\[
\mathcal{A} = (S_{n,\phi}(\alpha) |S_{n',\phi'}(\alpha)\rangle \langle S_{n,\phi}(\alpha) |S_{n',\phi'}(\alpha)\rangle)_{n, n', \phi, \phi'},
\]
(2.48)

Note that there are different definitions of the associated Laguerre polynomials. The definition we are using here differs from that used in [133] by a factor \((\ell + 1)\) and from that used in [131] by a factor \((q + k)\)
where the symbol $\mathcal{H}_0$ in (2.48) denotes the complex dilated operator on the left hand side of equation (2.11), amended by the (complex dilated) surface term $(\ell/\ell^0)$($\mathcal{R} + C_{\ell s/h}$) that was derived in section 2.3. Yet, if we follow (2.44) and approximate the surface term $C_{\ell s/h}$ by $C_{\ell s/h} + (\ell + k)C_{\ell s/h}$, it is convenient to split the function $C_{\ell s/h}$ between the matrices $A$ and $B$. The constant term $C_{\ell s/h}$ is added to $A$, while the linear term $C_{\ell s/h}$ is absorbed in $B$, which is then given by:

$$
B = \left( \begin{array}{cc}
S_{\ell s/h,r}^{(\alpha)} & \left[ 2 - \left( \ell (r - r_0) \left( C_{\ell s/h} \right)_{r_0} \right) \right] S_{\ell s/h,n,h}^{(\alpha)} \\
\end{array} \right).
$$

(2.49)

The notation $\{ \cdot \}$ in (2.48) and (2.49) instead of the usual brackets $\langle \cdot \rangle$ shall illustrate that the radial part of the integral is not evaluated for all $r \in \mathbb{R}$, but only for $r_0 \leq r < \infty$, due to the division of configuration space. Furthermore, the additional subscript $k$ in $S_{\ell s/h,n,h}^{(\alpha)}$ denotes the Sturmian function $S_{\ell s/h,n,h}^{(\alpha)}$ dressed by $k$ photons.

From now on we will specify the polarization of the microwave field, and in the following we employ a linearly polarized external field $\mathbf{F}$ along the $z$-axis. With this choice, the spatial part of the atom-field interaction operator reduces to $\mathbf{F} \cdot \mathbf{r} = F_z \mathbf{r} \cos \theta$. After integrating $\mathcal{H}_0$ and $(2-\delta(r - r_0))C_{\ell s/h})$ over the solid angle $d\Omega$, we finally obtain the following expressions for the matrices defining our generalized eigenvalue problem (2.47):

$$
A = \left( \begin{array}{cc}
S_{\ell s/h,r}^{(\alpha)} & \left[ e^{-i0} \frac{\ell}{\alpha} \right] \delta_{\ell s/h} \delta_{r r_0} \left[ e^{i0} S_{\ell s/h}^{(\alpha)} \right] \\
\end{array} \right).
$$

(2.50)

with

$$
A_{\ell} = \sqrt{\frac{\ell^2 - m^2}{4\ell^2 + 1}}.
$$

(2.51)

and

$$
B = \left( \begin{array}{cc}
S_{\ell s/h,n,h}^{(\alpha)} & \left[ 2 - e^{-i0} \ell (r - r_0) \left( C_{\ell s/h} \right)_{r_0} \right] \delta_{\ell s/h} \delta_{n n_0} \left[ e^{i0} S_{\ell s/h,n,h}^{(\alpha)} \right] \\
\end{array} \right).
$$

(2.52)

In (2.50) and (2.52) we used the notation $S_{\ell s/h,n,h}^{(\alpha)}$ instead of $S_{\ell s/h,n,h}^{(\alpha)}$. Omission of the $m$-quantum number indicates that, after integration over the solid angle – apart from $k$ counting the "photons" – only the $\ell$ and the $n$ quantum numbers are left.

2.5 Physical quantities

Since – in the dipole approximation – the external field conserves the $z$-projection of the angular momentum, $m$ is a good quantum number and is not changed by the external field. Apart from this selection rule $\Delta m = 0$, there are also selection rules in the photon number $k$ and the angular momentum quantum number $\ell$, as already apparent from (2.50) and (2.52): $A$ can be split into two parts, the first three lines of (2.50) describe the unperturbed atom, for which the angular momentum is conserved. Consequently, for this part we have the selection rules

$$
\Delta \ell = 0, \Delta k = 0,
$$

(2.53)

equally valid for $B$. The last two lines of (2.50) represent the interaction with the field, which induces the following selection rules:

$$
\Delta \ell = \pm 1, \Delta k = \pm 1.
$$

(2.54)

The selection rules for $A$ are an expression of the fact that the external (dipole) field couples only neighboring angular momenta. A change of the angular momentum by one quantum is connected with the absorption or emission of a photon (which carries away one quantum). Therefore we can define a generalized parity

$$
\Pi = (-1)^{\Delta \ell + \Delta k},
$$

(2.55)

which is conserved by the external field. This means that we have to solve (2.47) separately in the two subspaces with parity $\Pi = +1$ and $\Pi = -1$. In practice, the separation into these two subspaces entails the advantage that the matrix $A$ (the same as $B$) is split in two (uncoupled) matrices, and thus only half of the memory is needed to store each of them for numerical diagonalization.

If the integrals in (2.50) and (2.52) are evaluated for all $r \in \mathbb{R}^+$, as it is the case for atomic hydrogen and for the large angular momentum states of alkali atoms, there are further strict selection rules for the principal quantum number $n$ [34]. These, however, are invalidated in the presence of a non-hydrogenic core which restricts the range of the integrals to $r \in [r_0, \infty)$.

2.5 Physical quantities

2.5.1 Ionization probability

The theoretical apparatus explained so far will be applied to determine the ionization probability of microwave driven Rydberg atoms, with the results presented in part II of this thesis. Much the same as in the (laboratory) experiments on alkali atoms, in our calculations the atoms are initially prepared in a well defined state $|n_0, l_0, m_0\rangle$. For a situation like this, the survival probability $P_{\text{surv}}$, i.e. the probability to find the atom in a bound state after an atom-field interaction time $\tau = t_2 - t_1$, writes:

$$
P_{\text{surv}}(t_2 - t_1) = \sum_{\text{bound states} \{n\}} \left| \langle n_0 | U(t_2, t_1) | n, l_0, m_0 \rangle \right|^2,
$$

(2.56)
where $U(t_2, t_1)$ is the time evolution operator (2.17). Following the derivation in [33, 34], this leads to the expression:

$$P_{\text{surv}}(t) = \sum_{\Omega, k, \Theta} \langle \tilde{\psi}^k_{\Omega, \Theta} | R(\Theta) | n_0, \Theta, \epsilon_0 \rangle^2 \exp(-\gamma \epsilon t),$$  \hspace{1cm} (2.57)

and, consequently, the ionization probability $P_{\text{ion}}(t)$ is given by:

$$P_{\text{ion}}(t) = 1 - \sum_{\Omega, k, \Theta} \langle \tilde{\psi}^k_{\Omega, \Theta} | R(\Theta) | n_0, \Theta, \epsilon_0 \rangle^2 \exp(-\gamma \epsilon t).$$  \hspace{1cm} (2.58)

In (2.57) and (2.58) we averaged the phase of the driving field over one field cycle $T$, as it is also done in typical experiments, where only the interaction time $t = t_2 - t_1$ is well defined, while the times $t_1$ and $t_2$ when the atom enters or leaves the interaction zone are averaged over $T$. Furthermore, the sum in (2.57) and (2.58) runs over all Fourier components of all atom-field eigenstates $|\psi_{\Omega, \epsilon}|$ in one Floquet zone of width $\omega$, in both subspaces with parity $\Pi = +1$ and $\Pi = -1$. The projection of the atomic initial state on all atom-field eigenstates in (2.58) is equivalent to assuming a flat pulse of duration $t$ in the (laboratory) experiment. Of course, this so called 'sudden approximation' [135] is not completely correct if the microwave field is switched on 'slowly'. For a sufficiently long switching time of the field, it might even be that only one Floquet state is populated. In this case, the single Floquet state approximation (SFSA) [137, 138] can be employed, in which the ionization probability writes

$$P_{\text{SFSA}}(t) = 1 - \langle \tilde{\psi}^k_{\Omega, \epsilon} | R(\Theta) | n_0, \Theta, \epsilon_0 \rangle^2 \exp(-\gamma \epsilon t).$$  \hspace{1cm} (2.59)

Here, $|\tilde{\psi}^k_{\Omega, \epsilon}\rangle$ denotes the Floquet state which is adiabatically connected to the field-free atomic initial state. To apply the SFSA, it is crucial that the evolution of the initial atomic state follows the change of the external field slowly enough that only one state is populated, what is usually not the case in typical microwave experiments. Therefore, we will in general employ the sudden approximation. Only in section 4.2.1 will we draw a comparison between results of the sudden approximation and of the SFSA.

2.5 Physical quantities

In [16, 139] the Shannon width [140] was used as a measure for the localization properties of an atomic initial state. The Shannon entropy $S(n_0, F, \omega)$ and the Shannon width $W(n_0, F, \omega)$ [140] are defined as:

$$S(n_0, F, \omega) = - \sum_j w_j \ln w_j, \text{ with } w_j = \sum_k \langle \psi^k_{\Omega, \epsilon} | R(\Theta) | n_0, \Theta, \epsilon_0 \rangle^2,$$

$$W(n_0, F, \omega) = \exp S(n_0, F, \omega).$$  \hspace{1cm} (2.60) (2.61)

The Shannon width expresses the average number of atom-field eigenstates needed to represent the initial state $|n_0, \Theta, \epsilon_0\rangle$ in the Floquet basis at a given field amplitude $F$ and frequency $\omega$. Obviously, $W(n_0, F, \omega) = 1$ if and only if the initial atomic state is represented by a single atom-field eigenstate.

However, since all eigenstates of microwave driven atoms are decaying states, the above definition of $W(n_0, F, \omega)$ is only valid at time $t = 0$, and the exponential functions $\exp(-\gamma \epsilon t)$ of (2.58) do not appear in (2.61). With the description of the atom-field eigenstates as decaying states, investigations of the change of the Shannon width with the interaction time require a modified definition, taking into account the finite ionization rates of the atom-field eigenstates [141, 142]. However, for our present purposes, the definition (2.61) will be sufficient.
Chapter 3

Numerical treatment of the system

In the preceding chapter we provided the theoretical description of microwave driven alkali Rydberg states, and obtained the generalized eigenvalue problem (2.47). As the quantum numbers \( k \in \mathbb{Z}, n \in \mathbb{N}, \) and \( \ell = 0, \ldots, n-1 \) in (2.50) and (2.52) have an infinite domain, the matrices \( A \) and \( B \) are in principle infinite matrices. Obviously, the range of these quantum numbers has to be truncated in practice. The cutoff values are specified by the condition that the results have to be converged. The way we determine these cutoff values will be explained in section 3.3.1. However, though the truncated matrices are finite, they are still rather huge. For the numerical treatment – i.e. the diagonalization of the generalized eigenvalue problem, as it will be described in section 3.1 – we thus need a large main memory of the computing system, which is only available on parallel architectures. We therefore need, in addition, an efficient, intelligent parallel implementation of the diagonalization routine, which is explained in section 3.2.

3.1 The Lanczos algorithm

To compute the ionization probability (2.58), we need the eigenvalues and eigenvectors of the generalized eigenvalue problem (2.47). While – employing suitably chosen cutoff values of the quantum numbers – the dimension of the problem becomes rather large (up to \( 10^9 \)), we do not need to know all eigenvalues (and eigenvectors), but only those within a single Floquet zone of width \( \omega \) around an arbitrary energy \( E_0 \). This means that typically less than \( 10^4 \) eigenvalues of the 10^6 eigenvalues are required. A suitable routine to find only a 'few' eigenvalues (with the corresponding eigenvectors) of a huge matrix is the Lanczos routine [143,144], which enables us to find the largest eigenvalues of a given eigenvalue problem. To apply the Lanczos algorithm to our generalized eigenvalue problem (2.47), we shift
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\[ A = E_0 \text{ by } E_0, \text{ i.e., by the energy that defines the position of the chosen Floquet zone:} \]

\[ A = A - E_0 B \quad (3.1) \]

and we are looking now for the smallest eigenvalues of the shifted generalized eigenvalue problem

\[ A \cdot x = \lambda B \cdot x. \quad (3.2) \]

Multiplying (3.2) by \( A^{-1} \) we obtain the eigenvalue problem:

\[ A^{-1} \cdot B \cdot x = \mu \cdot x. \quad (3.3) \]

The largest eigenvalues \( \mu \) in the eigenvalue problem (3.3) are the inverse of the smallest eigenvalues \( \lambda \), i.e. the inverse of the eigenvalues in the Floquet zone around \( E_0 \). In this way we transformed the original generalized eigenvalue problem to equation (3.3), which can be solved with the help of the Lanczos routine.

The idea of the Lanczos algorithm is to construct iteratively a \( m \)-dimensional subspace spanned by \( s_1, (A^{-1} \cdot B) \cdot s_1, (A^{-1} \cdot B)^2 \cdot s_1, \ldots, (A^{-1} \cdot B)^{m-1} \cdot s_1 \) (with an arbitrary, normalized starting vector \( s_1 \)), in which the best approximations of the eigenvalues \( \mu \) are found. The construction of this subspace is achieved by building an orthonormalized basis \( s_1, s_2, \ldots, s_{m-1} \) (in our case the Lanczos vectors \( s_i \) are orthonormalized with respect to \( B \), since the Schurman functions are not orthogonal with respect to the usual scalar product) of the subspace, where in general a good approximation is reached already for \( m < < \dim A \).

The matrix of the basis vectors \( S = [s_1, s_2, \ldots, s_{m-1}] \) transforms \( A^{-1} \cdot B \) into a tridiagonal, complex symmetric matrix:

\[ S^{-1} \cdot (A^{-1} \cdot B) \cdot S = \begin{pmatrix}
\alpha_1 & \beta_1 & 0 & \ldots & 0 \\
\beta_1 & \alpha_2 & \beta_2 & 0 & \ldots \\
0 & \beta_2 & \alpha_3 & \beta_3 & 0 \\
0 & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & 0 & \beta_{m-2} & \alpha_{m-1} \\
0 & \beta_{m-1} & \alpha_{m-1} & \beta_m & 0
\end{pmatrix}. \quad (3.4) \]

The tridiagonal matrix obtained in this way can then be diagonalized with standard diagonalization routines like the QR-decomposition [145].

To understand the construction of the Lanczos vectors, we have a look at the \( jth \) column of the product \( A^{-1} \cdot B \cdot S \):

\[ A^{-1} \cdot B \cdot s_j = \alpha_j s_j + \beta_j s_{j-1} + \beta_j s_{j+1}. \quad (3.5) \]

Since the vectors \( s_j \) are orthonormal, we obtain the following relations for the coefficients \( \alpha_j \) and \( \beta_j \):

\[ \alpha_j = s_j \cdot A^{-1} \cdot B \cdot s_j, \quad (3.6) \]

\[ \beta_j = \sqrt{t_{j+1}}, \text{ with } t_{j+1} = A^{-1} \cdot B \cdot s_j - \alpha_j s_j - \beta_j s_{j-1}, \quad (3.7) \]

and the recurrence relation for the Lanczos vectors:

\[ s_{j+1} = \frac{1}{\beta_j} t_{j+1}, \quad (j \geq 1). \quad (3.8) \]

The first Lanczos vector \( s_1 \) is chosen as an arbitrary unit vector, and \( \beta_0 = \alpha_0 = 0 \). With these settings and (3.8), it is clear (by induction) that the \( s_j \) are orthogonal.

The implementation of the sketched algorithm, and how, in particular, this is accomplished on a parallel computing architecture, will be described in section 3.2.3, but before we will mention some basic ideas of parallel computing.

3.2 Numerical implementation

3.2.1 Some basic ideas of parallel computing

Many problems in physics can be solved faster on a parallel instead of a scalar or vector computer, or (as it is the case with our problem) they can only be solved with the help of a parallel computer, due to the bare size of the problem, for instance. The idea of parallel computing is that all processing elements work on different parts of the problem simultaneously. Thus, on the one hand it is in principle possible to speed-up the numerical routine by a factor up to the number of processing elements working in parallel, if the work is equally distributed ("balanced") and if the whole routine can be done in parallel. On the other hand, the main memory is multiplied by the number of processing elements involved in the problem (given that the memory of the machine is distributed over the processing elements, see below). In our specific case, the concept is to split the huge matrices \( A \) and \( B \) into smaller matrices, which are treated locally on each processing element. Therefore it is important to know how the main memory can be accessed in the computer.

In principle, there are two concepts handling the memory: Shared memory machines, where each processing element has access to the whole memory, and distributed memory machines, where the main memory is physically distributed over the different processing elements. If large memory is needed, so far most machines (e.g., the CRAY T3E [146]) are organized in the latter way, and the parallel machine consists of many processing elements having access to not too large memory each. Recently, another concept of the organization of the memory emerged, which is a mixture of the two aforementioned ones, the hybrid architecture, where subgroups of processing elements (e.g., eight in the case of the HITACHI SR8000-F1 [147]) share the same memory, to form a shared memory node. Several of these nodes are organized as a distributed memory machine.

To design an efficient parallel program, one not only has to take into account an efficient sequential computation on the single processing elements, but also the interaction of the processing elements for the exchange of data. The required communication between the processing elements needed for this can be achieved by the use of special message passing software, like MPI [148, 149] (Message Passing Interface), or PVM (Parallel Virtual Machine). In addition, there are special
'data-parallel' programming languages like HPF (High Performance Fortran), message passing libraries for shared memory architectures like OpenMP (Open Message Passing), or vendor specific libraries like the CRAY specific SHMEM (Shared Memory access library, which simulates the direct access of a processing element to the memory of the other processing elements, although the machine physically has a distributed memory). Apart from OpenMP, which requires a shared memory architecture, and the CRAY specific SHMEM, the mentioned examples are claimed to be portable between different machines and there exist implementations on most of the modern parallel computing facilities, but MPI appears to become the standard [150, 151] and is widely used. Thus, to optimize the portability, this was also our choice for the implementation of our code.

In MPI there are several modes of communication between the processing elements of a given computing architecture:

- point-to-point communication (a single processing element sends or receives a message, which is received or was sent by another processing element),
- collective communication (a single processing element sends or receives a message to or from all the other processing elements, each processing element broadcasts data to all other elements, or the processing elements have to be synchronized at a certain point in the code),
- global reduction operations (evaluation of the maximum, the sum, logical operations, . . . , of a data set distributed over all processing elements).

With the help of calls to this communication interface it is thus in principle possible to transform an existing sequential code into a parallel code (where 'minimum' does not mean that the effort is really small, but that the structure of the parallel code can be similar to that of the sequential code), which typically will be executed by the various processing elements in parallel. One only has to know at which places in the code communication (i.e. exchange of relevant information) with individual or all involved processing elements is necessary, and how this communication is accomplished to achieve an efficient code producing correct results. In particular, appropriate timing of the communication is crucial for optimal synchronization.

An efficient code should allow a considerable speedup if the problem is solved on $p > 1$ processing elements, instead of execution on a single processing element. The speedup $S(p)$ is defined as [152, 153]

$$S(p) = \frac{T(1)}{T(p)},$$

(3.9)

where $T(p)$ is the execution time on $p$ processing elements. With (3.9), the efficiency $E(p)$ of a code running on $p$ processing elements is defined as

$$E(p) = \frac{S(p)}{p} = \frac{T(1)}{pT(p)}$$

(3.10)

3.2 Numerical implementation

High efficiency $E(p) \rightarrow 1$ is reached if the time required for communication in the parallel code does not produce too much overhead, i.e. if the communication time is short compared to the time spent for purely local operations, and if the non-parallel part of the algorithm (that has to be done in a sequential fashion) can be minimized. Therefore, it is in general worthwhile to restructure the sequential code when implementing it on a parallel architecture, with particular care for the synchronization of the processing elements. This is often achieved by dividing the work (i.e. the loops) into smaller tasks to be distributed over the different processing elements, to end up with a balanced code. However, it is in general impossible to achieve the optimal efficiency $E(p) = 1$, since in general cases there is always a portion $f$ of the problem, which has to be solved sequentially. An estimate for the possible speedup that can be reached is given by the well-known Amdahl’s law [152–154]

$$S_A(p) = \frac{p}{pf + (1 - f)}$$

(3.11)

Thus, the optimal speedup is limited by $1/f$, no matter how many processing elements are employed. Note that the estimate (3.11) characterizes only a simplified situation. Also other estimates [152, 155] introduce an upper bound of $S(p)$, due to the sequential part of the code, and therefore $E(p) = 1$ cannot be reached.\(^1\)

Appropriate synchronization of the processing elements is also crucial to obtain correct results. A typical problem occurring with a badly synchronized code is that a processing element starts a computation without having received yet the value of some variable necessary on input but calculated by some other processing element. If no synchronization mechanism prevents the processing element from executing the local computation before receipt of the relevant data, the result of this computation will be uncontrolled, typically without generation of any error message. Another relevant problem is the occurrence of 'deadlocks.' A deadlock describes a situation when two or more processing elements are waiting for an event or a communication call from one of the other processing elements, but this event never occurs (because, e.g., the waiting processing element is the last one to finish a loop in which the event should take place).

The first implementation of our code [156] was done on a CRAY T3E of the Rechenzentrum of the Max-Planck Society [146], using mainly MPI. Since the point-to-point communications in MPI are implemented as double-sided communication routines,\(^2\) i.e. they consist of a message from the sending together with a message

\(^1\)Another notion to specify the efficiency of a parallel code is the scalability of the code. In contrast to the estimate for the optimal speedup given by (3.11), it is assumed that on a larger parallel computer typically a larger problem is solved than on a scalar computer, and thus the fraction $f$ that has to be solved sequentially is not constant. A code is called scalable if its performance is approximately constant when the size of the problem (i.e. the number of elementary operations) and the number of processing elements are increased by the same factor.

\(^2\)So far we referred to MPI-1. The more recent, extended version MPI-2 provides also one-sided communication calls, however, this extension is only rarely implemented up to now. In particular, there was at least no stable implementation on the CRAY T3E nor on the HITACHI SR8000-FI, at least at the time when the code was implemented on these machines.
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from the receiving processing element, for some of the point-to-point communications needed in our code we employed calls to (one-sided) communication routines from the CRAY specific SHMEM library. Since the SHMEM library simulates the direct access of all processing elements to the memory of the other processing elements (although the CRAY T3E is a distributed memory machine), it allows a point-to-point communications employing only a single processing element to send or receive the data. Therefore the SHMEM routines are typically faster than the MPI routines where both processing elements, i.e., the sending and the receiving processing element are involved in the communication process.

In a second step, to describe multi-photon ionization processes starting at low principal quantum numbers of the atomic initial state \( n_0 \approx 28, \ldots, 40 \), and demanding the absorption of 112, \ldots, 50 photons to access the atomic continuum, a larger amount of available main memory (approximately 100 GByte) was needed, and we ported the code to the HITACHI SR8000-F1 of the Leibniz-Rechenzentrum (LRZ) at Munich. For the migration from the CRAY T3E to the HITACHI SR8000-F1 the CRAY specific SHMEM calls had to be replaced by (two-sided) communication calls to MPI. In addition, some of the point-to-point MPI communication routines are implemented in a different way on the different architectures, what led occasionally to deadlocks on the HITACHI SR8000-F1. For this purpose we replaced pairs of separate calls to sending and receiving routines (MPI_SEND and MPI_RECV) by single calls (MPI_SENDRECV or MPI_SENDRECV_REPLACE), which perform sending and receiving of the data in one call. (However, though only one call to MPI is employed to transfer data from one processing element to another in this way, both the sending and the receiving processing element are involved in the communication process, and the communication routine is still a double-sided communication routine).

Hitherto we do not use the new features of the HITACHI SR8000-F1, i.e., the hybrid architecture which allows for the use of intra-node shared memory programming and the use of MPI only between the nodes, but we use a massively parallel code, which does not distinguish between inter- and intra-node communication. This is justified, as we obtained a satisfactory performance of our code, even by using the HITACHI SR8000-F1 in a massively parallel way, if the physical problem has suitable dimensions (we will account for the efficiency of our code in section 3.2.4). A refinement of the code for the hybrid architecture will probably provide a further speed-up of the program, and will be completed soon.

3.2 Numerical implementation

the states with angular momentum \( l \) and photon number \( k \), according to the aforementioned rules. For microwave driven atomic hydrogen, or for the blocks containing the large angular momentum alkali states (i.e., when the integrals are evaluated between states with vanishing quantum defect) the integrals are evaluated for all \( r \in \mathbb{R} \), and there are also restrictive selection rules for the principal quantum number (i.e., \( \Delta n = 0, \pm 1, \pm 2 \)). Therefore, these block are essentially empty. However, in the general case of alkali states with non-vanishing angular momentum \( l_0 \), there are no more selection rules in \( n \). Yet, in both cases — for alkali or hydrogenic states — the banded matrix \( A \) (with dimension \( n_{\text{max}} \), and bandwidth \( n_{\text{band}} \)) is symmetric.

Consequently, all the relevant information is contained in the lower triangular band, which we store as an array of size \( n_{\text{max}} \times n_{\text{max}} \), and distribute it over \( n_{\text{procs}} \) processing elements. This number depends on the effective size of \( A \) (which is given in GByte by \( n_{\text{max}} \times n_{\text{max}} \times 16/2^{20} \), since individual elements are complex numbers represented in double precision arithmetic), and on the accessible memory \( M \) per processing element (for the HITACHI SR8000-F1 \( M \) is approximately given by 6.5 GByte/PE with PE = 1, \ldots, 8, the number of processing elements employed per node):

\[
n_{\text{procs}} = \frac{n_{\text{max}} \times n_{\text{max}}}{M}.
\] (3.12)

For the sake of efficiency and portability of the code, we perform most of the calculations locally on each processing element, using BLAS-2 and BLAS-3 (Basic Linear Algebra Subprograms [152, 157, 158]), for matrix-vector (level 2) and matrix-matrix (level 3) operations. These subroutines are standardized and optimized for most machines. Therefore, the matrix is divided in \( n_{\text{band}} \times n_{\text{band}} \) blocks that are stored in the memory of the processing elements, and on which the BLAS operations can be performed. The way we partition the matrix is sketched in figure 3.1. The connection between the size \( n_{\text{band}} \) of the blocks and the bandwidth \( n_{\text{band}} \) of the matrix is given by

\[
n_{\text{band}} = \frac{n_{\text{max}} \times n_{\text{max}}}{n_{\text{band}}}
\] (3.13)

Here \( n_{\text{band}} \) is the number of \( n_{\text{band}} \times n_{\text{band}} \) block lines of the \( n_{\text{band}} \times n_{\text{band}} \) blocks, that are stored in the memory of each processing element, where in practice the choice \( n_{\text{band}} = 2 \) leads to the best performance.\(^{(3)}\) Thus, until a \( n_{\text{band}} \times n_{\text{band}} \) block of \( A \) is completed in a certain matrix calculation, each processing element has to process \( n_{\text{band}} \) lines, each of them containing \( n_{\text{band}} \) of the \( n_{\text{band}} \times n_{\text{band}} \) blocks, where \( n_{\text{band}} \) is given by

\[
n_{\text{band}} = \frac{n_{\text{max}} \times n_{\text{max}}}{n_{\text{band}}}
\] (3.14)

\(^{(3)}\) If \( n_{\text{max}} \) gets very large, the block-size \( n_{\text{max}} \) gets too small, and hence the BLAS performance — which shows an optimal performance for a specific block-size depending on the available cache (high speed buffers between the processing element and the main memory that capture those portions of the memory currently in use [132]) of the specific machine — decreases. In this case the choice \( n_{\text{band}} = 1 \) may become more appropriate.
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Figure 3.1: Partitioning of the matrices: \( n_{\text{block}} \) is the total dimension, \( n_{\text{band}} \) its bandwidth; \( n_{\text{band}} \) denotes the number of \( n_{\text{diag}} \times n_{\text{diag}} \) blocks in a line, and \( n_{\text{cycle}} \) the number of such lines stored in the memory of each of the \( n_{\text{pros}} \) processing elements.

All processing elements will be working on one of these lines simultaneously. Therefore, working through the total matrix requires to process \( n_{\text{cycle}} \) lines, with

\[
    n_{\text{cycle}} = \frac{n_{\text{block}}}{n_{\text{band}}} \cdot n_{\text{pros}} \quad (3.15)
\]

In the memory of each processing element, the matrices are stored as \( n_{\text{band}} \times n_{\text{cycle}} \) arrays, whose entries are given by the \( n_{\text{diag}} \times n_{\text{diag}} \) matrices, which are exactly the same sub-matrices that appear also in the (physical) matrix \( A \).

Due to the selection rules \( \Delta k = \Delta l = 0 \) for the matrix \( B \), the only non-vanishing matrix elements of \( B \) are the diagonal blocks. Hence, the bandwidth \( n_{\text{band}} \) of \( B \) is much smaller as compared to \( A \). However, the organization and storage of \( B \) is done in the same way as explained above, with a smaller \( n_{\text{diag}} \) and a smaller \( n_{\text{band}} \).

In a similar way each vector that is needed (e.g. eigenvectors, or the Lanczos vectors) is distributed over all processing elements: As a vector can be seen as the equivalent of a banded matrix with the bandwidth 1, the storage of a vector reduces to the storage of a two-dimensional array of size \( n_{\text{diag}} \times n_{\text{cycle}} \) in the memory of each processing element.

3.2 Numerical implementation

3.2.3 Implementation of the Lanczos algorithm

After filling the matrices \( A \) and \( B \), and storing them in the memory of the \( n_{\text{pros}} \) processing elements as described above, the generalized eigenvalue problem has to be diagonalized. For that purpose we use a parallel implementation of the Lanczos algorithm. In section 3.1 we have seen that the Lanczos algorithm is defined by the equations (3.6), (3.7), and the recurrence relation for the Lanczos vectors (3.8).

Thus an implementation of the algorithm requires the following operations:

1. several scalar products \( x^T \cdot y \),
2. a matrix-vector product \( B \cdot x \),
3. and a routine that allows to compute \( A^{-1} \cdot B \cdot x \).

Having provided routines to perform these three operations, it is possible to implement the algorithm. However, in a parallel routine, these operations are less 'trivial' than in a sequential routine. Before we sketch the implementation of the Lanczos routine itself, we therefore explain the parallel implementation of these routines.

3.2.3.1 \( x^T \cdot y \)

Using BLAS, each of the \( n_{\text{pros}} \) processing elements performs a scalar product locally, on the part of the vectors \( x \) and \( y \) stored on the processing element's memory. Afterwards, the local results of all processing elements are added up by means of a MPI global reduction operation (MPIREDUCE). The result is broadcasted (MPIBCAST) to all processing elements.

3.2.3.2 \( B \cdot x \)

The product of \( B \) with a vector \( x \)

\[
    \begin{pmatrix}
    B_{i,i-2} & B_{i,i-1} & B_{i,i}\ 
    B_{i+1,i-2} & B_{i+1,i-1} & B_{i+1,i}\ 
    \vdots & \vdots & \vdots
    \end{pmatrix}
    \begin{pmatrix}
    x_{i-2} \\
    x_{i-1} \\
    x_i \\
    \vdots
    \end{pmatrix}
    \]

is reduced to multiplications of the \( n_{\text{diag}} \times n_{\text{diag}} \) matrices (labeled by \( B_{i,j} \) in (3.16)) and the \( n_{\text{diag}} \) vectors (labeled by \( x_i \) in (3.16)) that are stored locally on each processing element. These matrix-vector multiplications are performed with the help of BLAS.
The routine starts with the products along the diagonal, i.e. each processing element computes a product \( B_{ij} \cdot x_i \).

Afterwards the sub-diagonal is processed: For this purpose, each processing element sends its part of the input vector (the part used for the product along the diagonal) to the next processing element (we define the order of the processing elements as ascending along the block diagonal) and receives a part of the input vector from the previous processing element. With this new part of the input vector the processing element computes the product with the sub-diagonal block, i.e. each processing element performs the calculation \( B_{i,j-1} \cdot x_{i-1} \). The result is added to the output vector at position \( i \), and the part of the vector used for the calculation (i.e. \( x_{i-1} \)) is sent to the subsequent processing element.

The previous step is repeated (with the matrix \( B_{i,j-2} \)), in this way the processing elements work through all the blocks in one line of \( B \), and so on, until the bandwidth of the matrix is reached. As requested, the entry in the output vector at position \( i \) is now

\[
B_{i,j} \cdot x_i + B_{i,j-1} \cdot x_{i-1} + B_{i,j-2} \cdot x_{i-2} + \ldots = \ldots (3.17)
\]

Having finished one block line, the processing element proceeds with the next line which is stored in the processing element's memory, i.e. with the line \( i = i_{\text{first}} \) in \( B \), and starts again with the product of the diagonal block, now \( B_{i,j+\text{first}} \cdot x_{i+\text{first}} \).

\subsection*{3.2.3.3 \( A^{-1} \cdot B \cdot x \)}

Before computing the product \( A^{-1} \cdot B \cdot x \) we note that the matrix \( A^{-1} \) is never used, but only the product \( A^{-1} \cdot B \cdot x \). Consequently, we do not invert the matrix \( A \), since a matrix inversion is hard to parallelize, but solve the system

\[
A \cdot x = B \cdot y (3.18)
\]

for \( x = A^{-1} \cdot B \cdot y \). The solution of (3.18) is obtained in two steps: First, \( A \) is decomposed in a product of a lower triangular matrix \( L \), a diagonal matrix \( D \), and an upper triangular matrix \( L^T \) (with unity as the diagonal elements of \( L \) and \( L^T \)):

\[
A = L \cdot D \cdot L^T. (3.19)
\]

This allows to solve equation (3.18) by backward substitution [145].

The decomposition of \( A \) is achieved with the help of a parallel block LDL^T-decomposition, which is performed similarly to a conventional, sequential LDL^T-decomposition [145]. To save memory, the decomposition is done 'in place', and the matrix \( A \) - which is not used anymore afterwards - is overwritten by the matrix \( L \) and \( D \), while the matrix elements of the latter are written on the diagonal elements of \( L \) (which are unity). In the following we sketch the routine we are using. To illustrate our notation, we rewrite (3.19) in matrix form:

\[
\begin{pmatrix}
A_{11} & A_{21} & A_{22} \\
A_{31} & A_{32} & A_{33}
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix}
= \begin{pmatrix}
L_{11} & L_{12} & L_{13} \\
L_{21} & L_{22} & L_{23} \\
L_{31} & L_{32} & L_{33}
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix}
\]

The entries of the matrices in (3.20) are \( n_{\text{cycle}} \times n_{\text{cycle}} \) blocks as they are stored in the memory of the processing elements, where each processing element has access to \( n_{\text{cycle}} \) lines of these blocks, as explained in section 3.2.2.

Alike a sequential LDL^T-decomposition of a complex symmetric matrix, the diagonal block \( A_{11} \) is decomposed at first, according to

\[
A_{11} = L_{11} \cdot D_1 \cdot L_{11}^T. (3.21)
\]

The result (i.e., the triangular matrix \( L_{11} \) with the elements of the diagonal matrix \( D_1 \)) is stored in place of the block \( A_{11} \), and also sent to the other processing elements.

Afterwards, the succeeding processing elements decompose the rest of the blocks in the first row, by solving the equation

\[
A_{1j} = L_{1j} \cdot (D_1 \cdot L_{1j}^T). (3.22)
\]

After this calculation, \( L_{1j} \) is stored in place of \( A_{1j} \), and sent to the other processing elements.

With the received block, the processing elements update their blocks of \( A \) in line \( j \): \( A_{ji} = A_{ji} - L_{1j} \cdot D_1 \cdot L_{1j}^T, (i \leq j) \) and the second row will be processed: The diagonal element - belonging to the second processing element - is decomposed as

\[
A_{22} = L_{22} \cdot D_2 \cdot L_{22}^T. (3.23)
\]

where \( A_{22} \) is the new, updated block (using the old block the equation that has to be solved reads \( A_{22} = L_{22} \cdot D_2 \cdot L_{22}^T \)). Again, \( L_{22} \) and \( D_2 \) are stored in place of the old diagonal block, and sent to the other processing elements.

With this block, the other processing elements can decompose the rest of the second row, by solving the equation

\[
A_{j2} = L_{j2} \cdot (D_2 \cdot L_{j2}^T). (3.24)
\]

Again, \( L_{j2} \) is stored in place of \( A_{j2} \) and sent to the other processing elements, that update their blocks in a line by replacing \( A_{ji} = A_{ji} - L_{1j} \cdot D_2 \cdot L_{1j}^T \).
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Thereafter the third row is processed, the diagonal block (which belongs now to the third processing element) has to be decomposed as

\[ A_{33} = L_{33} \cdot D_3 \cdot L_{33}^T. \]  

(3.25)

After \( L_{43} \) and \( D_3 \) are stored and sent to the other processing elements, the processing elements proceed in decomposing the third row in an analogous way as already for the first two rows. The procedure continues until the LDL^T decomposition is completed.

In this decomposition, all operations on single blocks (decomposing \( A_{ij} \)) are done locally on a single processing element. The decomposition of the diagonal blocks \( A_{ij} = L_{ij} D_i L_{ij}^T \) is performed with a usual LDL^T decomposition, as described in [145], and the solution of the non-diagonal matrix equations \( A_{ji} = L_{ji} \cdot D_i \cdot L_{ij}^T \) is achieved by a call to BLAS-3.

After the decomposition (3.19), the solution of (3.18) requires two steps: In the first step we solve the equation

\[ L \cdot a = b, \]

(3.26)

with: \( a = D \cdot L^T \cdot x \), and \( b = B \cdot y \), by backward substitution. Therefore, we rewrite (3.26):

\[ \sum_{j=n}^{i} L_{ij} a_j = b_i, \]

(3.27)

where \( L_{ij} \) are \( n_{\text{reig}} \times n_{\text{reig}} \) blocks, and \( a_j, b_i \) are vectors of length \( n_{\text{reig}} \). As the original matrix \( A \) was a banded matrix, also the triangular matrix \( L \) is a banded matrix, with the same bandwidth. Therefore, the sum in (3.27) starts from \( j_{\text{min}} \) instead of one. Solving (3.27) is done in the spirit of a usual (sequential, not blocked) backward substitution [145], and we solve the equation

\[ a_i = L_{ii}^{-1} \left[ b_i - \sum_{j=n_{\text{min}}}^{i-1} L_{ij} a_j \right]. \]

(3.28)

The procedure is similar to the LDL^T-decomposition, i.e., at first the diagonal problem \( y_1 = L_{11}^{-1} b_1 \) is solved by the first processing element, and \( y_1 \) is sent to the next processing elements. These update their right-hand sides of (3.27), according to \( b_i \rightarrow b_i = L_{ij} y_j \) (for \( j < i \)). Afterwards the second row is processed, starting with the diagonal block \( a_2 = L_{22}^{-1} b_2 \) (of course this is done with the updated block \( b_2 \)), and the result is sent to the next processing elements. This procedure is continued until equation (3.26) is solved. As in the LDL^T-decomposition explained above, all operations on the blocks (solution of the diagonal problems, or updating the right-hand sides) are performed with calls to BLAS.

3.2 Numerical implementation

After solution of (3.26) equation (3.18) can be solved. This is achieved by another backward substitution, to solve the system

\[ L^T \cdot x = D^{-1} \cdot a, \]

(3.29)

where \( a \) is the solution of the previous backward substitution, and \( D \) is the diagonal matrix, whose entries are stored on the diagonal of the (decomposed) matrix \( A \). The solution of (3.29) is obtained in the same way as solving (3.26).

3.2.3.4 Lanczos algorithm

With 3.2.3.1, 3.2.3.2, and 3.2.3.3, we have provided parallel implementations of the routines needed in the Lanczos algorithm. Here we briefly sketch the parallel version of the Lanczos routine:

Before starting the actual Lanczos iteration, we define the first Lanczos vector (which is in principle arbitrary) as \( \hat{b}_1 = (1, 1, \ldots, 1)^T \), and normalize it with respect to the correct scalar product: \( s_1 = \hat{b}_1^T (S^T \cdot B \cdot \hat{b}_1) \). In addition, we set \( a_0 = \hat{b}_0 = 0 \). Subsequently, the Lanczos steps can be performed:

1. Evaluate \( A^{-1} \cdot B \cdot s_j \) with the help of the LDL^T-decomposition and of the subsequent backward substitution.
2. Calculate \( \alpha_j = s_j^T \cdot A^{-1} \cdot B \cdot s_j \), according to (3.6).
3. Calculate the vector \( t_{j+1} = A^{-1} \cdot B \cdot s_j - \alpha_j s_j - \beta_{j-1} t_{j-1} \), according to (3.7).
4. Calculate \( \beta_j = \sqrt{s_j^T \cdot B \cdot t_{j+1}} \), according to (3.7).
5. According to (3.8), the next Lanczos-vector is given by \( s_{j+1} = (1/\beta_j) t_{j+1} \). The action of \( B \) on \( s_{j+1} \) is calculated, and the next Lanczos step can be started (end of Lanczos step).

The Lanczos steps yield a tridiagonal matrix with diagonal \( a_1, a_2, \ldots, a_{n_{\text{reig}}} \) and sub-diagonal (respectively supra-diagonal) \( \beta_1, \beta_2, \ldots, \beta_{n_{\text{reig}}-1} \). This matrix is diagonalized using a QR algorithm [145]. The eigenvectors of the generalized eigenvalue problem are obtained as a linear combination of the Lanczos vectors, with the coefficients of the linear combination given by the coefficients of the matrix that diagonalizes the tridiagonal matrix.

Using exact arithmetic, this would be the complete Lanczos algorithm. However, in a numerical implementation, the finite precision of the operations leads to rounding errors. The main effect of these rounding errors lies in the loss of the orthogonality of the Lanczos vectors [159]. Thus, we explicitly reorthogonalize the vectors after each Lanczos step (defined above):

\[ s'_j = s_j - \sum_{i=0}^{j-1} \gamma_i s_i, \quad \gamma_i = s_i^T \cdot B \cdot s_j. \]

(3.30)
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In this way the new vectors \( s_i \) are orthogonal by construction, even with finite precision of the operations.

Finally, since the number of Lanczos steps is much smaller than the dimension of the matrices, obviously not all eigenvalues are converged. Performing only \( n_{\text{lanczos}} \) Lanczos steps is equivalent to setting \( \beta_{n_{\text{lanczos}}} = 0 \), therefore it cannot be assumed that eigenvectors with a finite overlap with the last (the \( n \)-th) Lanczos vector are converged. Thus the convergence of eigenvectors and associated eigenvectors is tested with the requirement that the overlap of the converged eigenvectors with the last row of \( S \), i.e., with \( \beta_{n_{\text{lanczos}}} \), should vanish.

3.2.4 Performance of the parallel code

Of course, the first goal of a computer program for the numerical simulation of a physical process is the stable production of reliable, converged results. However, if the size of the problem increases, the use of so-called ‘supercomputers’ (i.e., the size of the problem increases, and the use of so-called ‘supercomputers’ (i.e., systems on which the code requires to use the computing facilities in a most efficient way.

The speed of a computer is characterized, e.g., by the peak performance of the CPU (central processing unit), which is measured by the number of floating point operations carried out per second (FLOPS). Thus, the performance of a parallel code can be measured in the number of FLOPS.


\[
\text{Performance} = \frac{\text{Number of operations}}{\text{Time}}
\]

In addition, a well performing code should also be scalable, as already mentioned before.

In our context, the scalability of the code requires that the solution of a larger problem which requires a bigger number of processing elements due to the larger size of the matrices – should achieve a similar single processing element performance as that of the matrices – should achieve a similar single processing element performance as that of the matrices – should achieve a similar single processing element performance.

To achieve an optimal single processing element performance, the block-size can be optimized for the BLAS routines. The optimal choice strongly depends on the specific computer that is employed, in particular on the available cache. While on the specific computer that is employed, in particular on the available cache. While on the specific computer that is employed, in particular on the available cache.

Table 3.2.4 summarizes the performance of our code for various problem sizes (under production conditions):

<table>
<thead>
<tr>
<th>Problem</th>
<th>( n_{\text{proc}} )</th>
<th>( n_{\text{nodes}} )</th>
<th>( \text{GPLOPS/node} )</th>
<th>( \text{GPLOPS} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 1</td>
<td>1000000</td>
<td>660254</td>
<td>169484</td>
<td>471912</td>
</tr>
<tr>
<td>Example 2</td>
<td>2000000</td>
<td>200000</td>
<td>200000</td>
<td>400000</td>
</tr>
<tr>
<td>Example 3</td>
<td>5000000</td>
<td>150000</td>
<td>200000</td>
<td>450000</td>
</tr>
</tbody>
</table>

Table 3.2.4: Performance of the code for variable problem size.

The size of the problem is specified by the first two lines. The first four and the sixth column display examples with a similar number of Lanczos iterations (\( n_{\text{lanczos}} \), which is given in the third line) and a list of full problem sizes. The matrices used for the examples shown in the fifth, sixth, and seventh columns are the same, only the number of Lanczos iterations varies in the three examples. The fifth and the sixth column show the number of employed nodes and the number of employed processing elements, respectively. For \( n_{\text{nodes}} > 500000 \), we did not employ all processing elements of a node (the average number of processing elements per node is shown in line seven), so that \( n_{\text{nodes}} \) (fourth line) does not get too small (to maintain good BLAS performance). The eighth line shows the single processing element (p.e.) performance in GPLOPS, and the ninth line for solving a problem of the code in GPLOPS, the ratio of this value and of the possible peak performance (peak performance per node times the number of nodes that are employed, given in line six) is shown in the tenth line.

For problems with \( n_{\text{nodes}} < 500000 \), where the block-size \( n_{\text{nodes}} \) is considerably less than the block-size \( n_{\text{nodes}} \) is considerably less than the block-size \( n_{\text{nodes}} \) is considerably less than the block-size \( n_{\text{nodes}} \), we achieve a good single processing element performance, together with a good effective performance of the code (the expected performance of the HITACHI SR8000-F1 measured with the LRZ-benchmarks is approximately 33% of the peak performance compared to 12% in the most unfavorable case (147)).

In these cases we also achieve a good scalability, as can be seen from the comparison of columns six and eight of table 3.2.4 (for the examples shown in columns four and six). As mentioned above, for larger \( n_{\text{nodes}} \), we employed less than eight processing elements per node. While this increases the single processing element performance.

\[ \text{Performance} = \frac{\text{Number of operations}}{\text{Time}} \]
(using a smaller \( n_{\text{deg}} \) would decrease the single processing element performance in the examples shown in the first four columns even more), a too small number of processing elements per node can reduce the efficiency of the code (since in this case some of the processing elements are 'idle', i.e. they don't do anything during the run of the code and cannot be used by other users of the computer). To specify the efficiency of our code, we display the 'relative performance' given by the ratio of the possible peak performance to the effective performance of the code in the last line of table 3.2.4.

For large \( n_{\text{deg}} \) we expect an improvement of the relative performance by using the special features of the HITACHI SR8000-F1, i.e., the hybrid architecture. In this case, \( n_{\text{deg}} \) can be increased (as \( M \) in (3.31) is given by 6.5 GByte instead of 6.5 GByte divided by the number of employed processing elements per node), and hence the efficiency of the BLAS will be also increased. The necessary modification of our code will be accomplished in the near future.

Finally, from the comparison of the examples shown in the fifth, sixth, and seventh columns, we see that an increase of the number of Lanzos vectors decreases the efficiency of the code. Thus, it is preferable to employ only a few hundred Lanzos iterations and perform several diagonalizations, instead of employing a very large number (several thousand) of Lanzos iterations in one single diagonalization.

3.3 Application

Our theoretical/numerical apparatus outlined above—the theoretically exact description of microwave driven Rydberg states, together with its numerical implementation—can now be applied to a real physical example. Before the matrices are filled according to (2.50) and (2.52), and before the generalized eigenvalue problem is solved, we have to specify the shift \( E_0 \) as defined in (3.1). We define \( E_0 \) by the region of the quasi-energy spectrum we are interested in, which is usually chosen close to the field free limit of the atomic initial states that are expected to show a noticeable ionization probability at the given field parameters (amplitude and frequency).

Typically the states in one Floquet zone of a given generalized parity \( \Pi \) are not obtained with a single shift \( E_0 \) and a large number of Lanczos steps, but it is preferable to divide the Floquet zone in 10 – 30 pieces, and to employ only a smaller number (approximately 150 – 400) of Lanczos steps per shift. As we have seen in section 3.2.4 such a procedure leads to a more efficient code than using several thousand Lanczos steps. Secondly, the spectrum of driven Rydberg states consists of resonances embedded in the continuum, but to represent the initial atomic states that are interesting in, we only need the resonance states [34]. Yet, with an increase of the number of Lanczos steps the number of continuum states we find increases faster than the number of resonances, since there are many continuum states next to each resonance, and the Lanczos algorithm starts to find those eigenvalues which are closest to a given shift. Therefore, we choose a sufficiently dense grid of shifts in the Floquet zone we are interested in. This provides for a better performance of our code, and a smaller number of continuum states is obtained.

A typical example for the spectrum generated this way is shown in figure 3.2, where we display the complex quasi-energies of lithium atoms exposed to a microwave field of frequency \( \omega / 2 \pi = 36 \) GHz, and field amplitude \( F = 2.5 \times 10^{-10} \) a.u. We display two Floquet zones of width \( \omega \), in the subspace with parity \( \Pi = +1 \) centered around the field-free state \( |n_0 = 59, f_0 = 0 \rangle \). As explained in section 2.1.3, theoretically the continuum states are rotated by \( 2 \phi \) (where \( \Theta = 0.06 \) in the calculations leading to figure 3.2) around the branching points. The latter are given by the effective threshold \( (2.46) \), shifted by integer multiples of \( \omega \). In the case of figure 3.2, this corresponds to the branching points at \( E_{\text{Br1}} = -0.0001454 \) a.u. and \( E_{\text{Br2}} = -0.0001454 \) a.u. The latter one is located approximately in the mid-
dile of the energy range shown in the inset of figure 3.2.

A deeper investigation of figure 3.2 indicates that there are many states with ionization rates $|\Gamma/2| > 5 \cdot 10^{-6}$ a.u., most of which represent continuum states. However, these states are not situated on parallel half lines starting at $E_{\text{BP1}}$ or $E_{\text{BP2}}$. But they are lying on (not necessarily straight) lines distributed over the Floquet zone. Only close to the real axis and close to the branching points are the continuum states approximately localized along parallel lines, but even here we cannot identify a single half line starting at the branching point, but rather several of them, as displayed in the inset of figure 3.2. A similar behavior was already described in studies on microwave driven atomic hydrogen in a moderately excited energy range $E_0 \approx 23$ [33], where this apparent splitting of the continua was attributed to the lifting of the continuum angular momentum degeneracy, induced by the finite basis size employed in numerical calculations. This discrepancy between numerical and mathematical theory [102, 161] and numerical experiment as far as the continuous part of the spectrum is concerned leads us immediately to the question of the accuracy of the numerical results, i.e. to the question which numerical eigenstates can be considered as converged.

The theory of complex dilution only ensures that the Green's function that involves a sum over all states (resonances and continuum), and therefore also the time evolution operator (2.17) is converged [162]. Thus, we can, in principle, only be sure that the ionization probability (2.58) corresponds to a (converged) physical quantity, while single atom-field eigenstates do not represent any physically meaningful quantity. However, as long as a resonance is relatively isolated, and their width $\Gamma$ is not too large, such a state dominates the time evolution operator, and width $\Gamma$ is not too large, such a state dominates the time evolution operator, and the quasienergy and corresponding inverse lifetime of a single atom-field eigenstate. Single continuum eigenstates or resonances that are strongly coupled to the continuum, on the other hand, cannot be represented by single complex eigenvalues of the complex dilated Hamiltonian, but their representation requires the sum over all eigenstates of $H_0$ [64, 162–164].

In order to make reasonable statements about the convergence of the obtained results it is crucial to do the relevant tests. In our situation, the following criteria need to be fulfilled by converged results:

- $-\Gamma_j < 0$: The imaginary parts of the complex rotated quasi-energies have to be negative.

- $\text{Re}(w_j) = \text{Re}(n_0, \delta_0, m_0) = 0(R(-\delta))\chi_j^0 \geq 0$: In the complex dilated eigenvalue problem $\chi_j$ is actually the square and not the modulus square of the projection $(n_0, \delta_0, m_0) = 0(R(\delta))\chi_j^0$. Therefore – in contrast to the un-dilated case – a priori nothing ensures the positivity of $\chi_j$ nor of $\text{Re}(w_j)$. However, as the weight of a given initial state projected on some atom-field eigenstate has to be a real, positive number in a converged situation, $\text{Re}(w_j) \geq 0$ has to be fulfilled.

- $\text{Im}(n_0, \delta_0, m_0) = 0(R(-\delta))\chi_j^0 = 0$: The same argument for $w_j$ being a real, positive number leads to the requirement that the imaginary parts of the weights have to vanish.

- $\chi_n(t = 0) = \sum_j (n_0, \delta_0, m_0) = 0(R(\delta))\chi_j^0 = 1 + i 0$: As the atom-field eigenstates form a complete basis set, the sum over the weights of all atom-field eigenstates in a Floquet zone, summed over all generalized parities must add up to one. This includes the requirement that we have chosen a sufficiently dense grid of shifts $E_0$ and a sufficiently large number of Lanczos iterations per diagonalization at each shift, in order to represent the atomic initial state in the Floquet basis.

- $(E_j^0 - i\Gamma_j/2) + \omega = E_j - i\Gamma_j/2$: A typical problem of non-converged results is that the periodicity of the Floquet spectrum does not even hold locally. We experienced this criterion being stronger for the imaginary part of the spectrum. While a too small basis set may still allow the periodicity of the real parts $E_j$ of the quasi-energies, in such non-converged situations the width $\Gamma_j$ of the atom-field eigenstate $E_j = E_j - i\Gamma_j/2$ (in the subspace with parity $\Pi$) typically differs by more than one order of magnitude from the width of the same state dressed by one photon, i.e., from the width $\Gamma_j$ of the state $E_j + \omega - i\Gamma_j/2$ which now belongs to the subspace with parity $-\Pi$.

- Finally, the results, i.e., the complex quasi-energies and the weights of the desired initial states, have to be stable under variation of the parameters which determine, e.g., the basis size, the rotation angle $\Phi$, etc.

### 3.3 Application

In this section we will elucidate the choice of the numerical parameters we employed for our numerical experiment. We start with the basis size that is needed. This is determined by the following parameters:

1. $n_{\text{max}}$: The number of Sturmian functions $\{S_n^{(0)}(\lambda_j, \mu_j)\}$ for the expansion of the Floquet-states according to (2.45). As explained in section 2.4, $n_{\text{max}}$ is related to the effective cutoff $n_{\text{eff}}$ by $n_{\text{eff}} = \sqrt{n_{\text{max}} - \gamma}$. In state-of-the-art experiments the effective threshold varies between $n_{\text{eff}} \approx 100$ [20], $n_{\text{eff}} \approx 135$ [42], and $n_{\text{eff}} \approx 280$ [49]. To obtain converged results even for initial states $n_0 = 70, \ldots, 80$, we need an effective threshold $n_{\text{max}} > 100$, and in

Note that in one-dimensional calculations on microwave driven atomic hydrogen, on the other hand, also for the location of the continua good agreement with the mathematical theory was found in [33].
practice we employed an effective cutoff $n_{\text{max}}^{\text{eff}} = 104.2$. This was obtained by fixing $n_{\text{sup}} = 155$ and $\alpha = 70.0$ for lithium atoms, and $n_{\text{sup}} = 190$ and $\alpha = 57.1$ for rubidium atoms, for which a larger basis size is needed, due to the existence of more non-vanishing quantum defects for the heavier elements (see table 2.3.1). Only in the simulations on rubidium atoms with the parameters of [42], in which a smaller frequency $\omega/2 \pi = 8.87$ GHz is employed, and hence the condition $\omega \cdot n_{\text{0}}^2 = 1$ requires a larger $n_{\text{0}} \simeq 91$ (in contrast to $\omega \cdot n_{\text{0}}^2 = 1$ for $\omega/2 \pi = 36$ GHz [20] and $n_{\text{0}} = 57$), we used a slightly larger cutoff $n_{\text{max}}^{\text{eff}} \simeq 110$ (employing $\alpha = 69.1$ and $n_{\text{sup}} = 175$).

In figure 3.3 we show the effect of obtaining the same $n_{\text{max}}^{\text{eff}}$ with slightly different parameters $n_{\text{sup}}$ and $\alpha$. Here we display the ionization probability of three different initial states $|n_{\text{0}} = 50, \ell_{\text{0}} = m_{\text{0}} = 0 \rangle$ (a), $|n_{\text{0}} = 60, \ell_{\text{0}} = m_{\text{0}} = 0 \rangle$ (b), and $|n_{\text{0}} = 66, \ell_{\text{0}} = m_{\text{0}} = 0 \rangle$ (c), as a function of the interaction time for the choice $n_{\text{sup}} = 150$ and $\alpha = 72.3$ (full line), and the combination $n_{\text{sup}} = 155$ and $\alpha = 70$ (dashed line). The results are quite stable under this variation – even for an interaction time of $\ell = 50000 \cdot 2\pi/\omega$ the relative difference in the ionization probability is smaller than 7% which is in the range of experimental accuracy [86]. For typical interaction times we will be interested in, i.e. $\ell \simeq 100, \ldots, 1000 \cdot 2\pi/\omega$, the relative error is even smaller than 3%.

2. The number of photons $k$ taken into account in the Fourier expansion (2.10) of the Floquet states. The minimum and the maximum number of photons play a different physical role - it is therefore useful to investigate them both separately:

(a) $k_{\text{min}}$: The results are quite stable under variation of the minimum number of photons employed as a cutoff in the expansion (2.10). Here, the choice $k_{\text{min}} \approx -10$ is typically enough to obtain converged results, as can be seen in figure 3.4, which reproduces a typical situation. Even in the lower plot – which is a magnification of the region close to the real axis in the upper plot – we can detect only a small difference between the results obtained with $k_{\text{min}} = -6$ and with $k_{\text{min}} < -6$. The choice of $k_{\text{min}}$ is mainly governed by the states that we want to describe: for instance, if the shift $E_0$ is set to $E_0 \simeq -0.0003470$ a.u. (close to the field-free energy $E = -0.0003471$ a.u. of the state $|n_{\text{0}} = 38, \ell_{\text{0}} = 1, m_{\text{0}} = 0 \rangle$ – which is the case in figure 3.4 – a choice $k_{\text{min}} \approx -6$ makes it impossible to characterize Floquet states emanating from field free states with principal quantum number $n_{\text{0}} = 35$, since the gap between $E_0$ and $-1/(2 \cdot 35^2)$ is larger than $1 \cdot \omega$. In order to describe these states correctly, the choice $k_{\text{min}} \approx -13, \ldots, -16$ would be appropriate.

(b) $k_{\text{max}}$: The situation is completely different for the maximum cutoff in the sum (2.10). The maximum number of photons which the atomic

---

**Figure 3.3: Convergence test for variable basis size $n_{\text{sup}}$.** The effective cutoff is kept constant $n_{\text{max}}^{\text{eff}} \approx 104$, by setting either $n_{\text{sup}} = 155$ and $\alpha = 70$ (dashed line), or $n_{\text{sup}} = 150$ and $\alpha = 72.3$ (full line). Displayed is the ionization probability of three different (lithium) initial states $|n_{\text{0}} = 50, \ell_{\text{0}} = m_{\text{0}} = 0 \rangle$ (a), $|n_{\text{0}} = 60, \ell_{\text{0}} = m_{\text{0}} = 0 \rangle$ (b), and $|n_{\text{0}} = 66, \ell_{\text{0}} = m_{\text{0}} = 0 \rangle$ (c), exposed to a field with $F = 3.1 \cdot 10^{-3}$ a.u. and $\omega/2 \pi = 36$ GHz, as a function of the interaction time. The vertical dotted line appearing close to $t = 0$ denotes the interaction time $t = 327 \cdot 2\pi/\omega$, a typical experimental interaction time [20] we will employ in our numerical experiments.
Figure 3.4: Convergence test in $k_{\text{min}}$: Complex energies $\varepsilon_j$ of microwave driven lithium atoms with angular momentum projection $m = 0$, at field amplitude $F = 5.5 \cdot 10^{-3}$ a.u., and frequency $\omega = 5.47 \cdot 10^{-2}$ a.u. (i.e. $\omega/2\pi = 36$ GHz), in the energy range around the field-free state $|n_0 = 38, l_0 = 1, m_0 = 0\rangle$. Different symbols correspond to the different values of $k_{\text{min}}$, which is the minimum cutoff value in the region close to the real axis, symbols are chosen the same as in the upper plot. Obviously, the results are quite stable under variation of $k_{\text{min}}$. Converged results are achieved already for $k_{\text{min}} \approx -10$. The other parameters are chosen as $k_{\text{max}} = 74, l_{\text{max}} = 73, \Theta = 0.06$.

Figure 3.5: Convergence test in $k_{\text{max}}$: For the same situation as in figure 3.4, the cutoff value for the photons that describe the coupling to the continuum is tested. Again, different symbols denote different values of $k_{\text{max}}$. The same values and corresponding symbols are used in the lower plot that is a magnification of the upper, in the region close to the real axis. It can be seen that for converged results at least $k_{\text{max}} = 78$ photons are needed. (The other parameters are chosen as: $k_{\text{min}} = -18$, $l_{\text{max}} = 73$, and $\Theta = 0.06$.)
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states determines the coupling to the continuum. Obviously, it has to suffice to reach the effective continuum \( k_{\text{max}} \geq N_{\text{min}} \) with \( N_{\text{min}} = |E_0 + \frac{1}{2}(\Delta \nu_{\text{foot}} - \theta)|/\omega \). In studies on the microwave ionization of atomic hydrogen with principal quantum numbers \( n \approx 23 \) [34] it was found that this minimum number \( N_{\text{min}} \) is close to the number of photons needed to obtain converged results, i.e., \( k_{\text{max}} = N_{\text{min}} + 2 \) was employed. Yet, the situation gets more complicated in our case, but this is only indirectly related to the use of alkali atoms instead of atomic hydrogen. In fact, it is not the non-hydrogenic core that produces the need of a larger photon number, but the use of length gauge instead of velocity gauge which was employed in [34]. It is known from the study of multi-photon processes that the velocity gauge leads to a faster convergence than the length gauge [92,93], but due to the partition of configuration space our approach requires the use of the length gauge (see section 2.5). A typical situation is displayed in fig. 3.5, where we have plotted the complex energies in a given range with varying photon numbers \( k_{\text{max}} \). Here the minimum number of photons to reach the effective continuum is given by \( N_{\text{min}} \approx 55 \), while the minimum number needed to obtain converged results is \( k_{\text{max}} \approx 78 \). This gives a rough estimate for \( k_{\text{max}} \) that is valid as a rule-of-thumb for our situation, namely: \( k_{\text{max}} \approx 1.5 \cdot N_{\text{min}}, \ldots, 2 \cdot N_{\text{min}} \). Note, however, that our results on atomic hydrogen presented further down have been obtained in the velocity gauge (see also section 2.1), and there a smaller photon number \( k_{\text{max}} \) could be used.

3. \( \ell_{\text{max}} \): The last parameter that determines the dimension of the matrixes is the maximum number of angular momenta in the expansion of the atom-field eigenfunctions in the Sturmian basis (2.45). Of course, \( \ell_{\text{max}} \approx n_{\text{shp}} + 1 \) would always lead to converged results, given that the other parameters are chosen properly. Yet, especially in the situation where the multi-photon process is of high order (and hence a large number \( k_{\text{max}} \) of photons is needed) it is vital to truncate the basis – which determines the memory needed to store the matrices – as much as possible without loss of convergence. A first guess for the choice of \( \ell_{\text{max}} \) could be \( \ell_{\text{max}} = n_{\text{shp}} \), but it turned out that this value is not necessarily enough. A situation where a larger number of angular momenta is needed occurs when a large photon number \( k_{\text{max}} > n_{\text{shp}} \) is needed for the convergence. In this case it is possible to access states with angular momentum \( \ell > n_{\text{shp}} \) – that already belong to the effective continuum – via a multi-photon transition of the order \( k_{\text{max}} \). The fact that the high angular momentum states in the effective continuum are needed to achieve convergence results is a consequence of the fact that not only the bound state dynamics, but also the interaction with the continuum is important to describe microwave also that the eigenvalues with a non-vanishing overlap with the initial state are converged. As apparent from the lower plot, the isolated stars marked by arrows are not converged. These states, however, have an overlap \( u_j < 10^{-5} \) with the states we are interested in, i.e. with the initial states \( |n_0, l_0, m_0 = 0 \rangle \) with \( n_0 = 35, \ldots, 54 \) and \( l_0 = 0, 1 \). The non-converged states are high angular momentum states (and therefore high \( n_0 \)-states), that experience an extremely high field amplitude. Consequently, these states could only be converged with a larger basis size, in particular not only a larger \( k_{\text{max}} \) but also a larger number of photons would be required. (The other parameters are \( k_{\text{max}} = 80, k_{\text{min}} = -18, and \Theta = 0.06.\))

Figure 3.6: In the same situation as shown in figure 3.5 and 3.4 the maximum angular momentum \( \ell_{\text{max}} \) used for the representation of the atom-field eigenstates is tested. Here the situation is a little bit more complicated: As can be seen, convergence of all states is not achieved, even for \( \ell_{\text{max}} = 83 \). However, it is sufficient that the eigenvalues with a non-vanishing overlap with the initial state are converged. As apparent from the lower plot, the isolated stars marked by arrows are not converged. These states, however, have an overlap \( u_j < 10^{-5} \) with the states we are interested in, i.e. with the initial states \( |n_0, l_0, m_0 = 0 \rangle \) with \( n_0 = 35, \ldots, 54 \) and \( l_0 = 0, 1 \). The non-converged states are high angular momentum states (and therefore high \( n_0 \)-states), that experience an extremely high field amplitude. Consequently, these states could only be converged with a larger basis size, in particular not only a larger \( k_{\text{max}} \) but also a larger number of photons would be required. (The other parameters are \( k_{\text{max}} = 80, k_{\text{min}} = -18, and \Theta = 0.06.\))
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gular momentum of the initial atomic state that shall be described, and \( j \) is a small number \( (j = 1, \ldots, 5) \).

In figure 3.6 the situation is illustrated, again with a typical plot of a region of complex energies obtained for different values of \( \ell_{\text{max}} \) (as in the two previous figures the lower plot is a magnification of the region close to the real energy axis in the upper plot). As a matter of fact, pictures like this are a little bit misleading without any additional information. Apart from the states that are converged with the chosen maximum angular momentum \( \ell_{\text{max}} \), there are some states that are still not converged even with the largest value \( \ell_{\text{max}} \). In the lower part of figure 3.6 this is the case, e.g., for the isolated stars marked by arrows. Clearly, these states are not converged even for the choice \( \ell_{\text{max}} = 83 \). These states are emanating from high angular momentum states — and therefore from high \( n_0 \) states — that experience an extremely large field, and hence the convergence of these states requires a larger photon number. However, they exhibit only vanishing overlap with those initial states we are here interested in. More precisely, these states have an overlap \( W_j < 10^{-5} \) with the initial states \( |n_0, \ell_0, m_0 \rangle \) with \( n_0 = 35, 36, 44 \) and \( \ell_0 = 0, 1 \).

So far, we gave account of the parameters \( n_{\text{sup}}, k_{\text{min}}, \ell_{\text{max}}, \ell_{\text{max}} \) which determine the basis size, this is the dimension \( n_{\text{eff}} \) of the matrices that have to be diagonalized. However, the required memory to store the matrix \( A \) is not yet completely determined, since the effective bandwidth of \( A \) can still be minimized by choosing an intelligent hierarchy of the quantum numbers \( n, \ell, k \), and \( \ell \) for the ordering of the matrices: Due to the selection rules (2.54) and (2.53), even the banded part of the matrix \( A \) is far from being fully occupied. To obtain matrices with the smallest possible bandwidth \( n_{\text{sup}} \), it is preferable to choose the quantum number \( \ell \) with the smallest range as the outermost and the one with the largest range as the innermost. This leads to the following rule-of-the-thumb: If the total number of photons \( \ell_{\text{max}} + k_{\text{min}} + 1 \) is less than the maximum angular momentum \( \ell_{\text{max}} \) it is reasonable to order the matrices according to \( \ell \rightarrow k \rightarrow n \) (i.e. the outermost quantum number is \( \ell \), the next \( k \), and the innermost \( n \)). If the number of photons exceeds the maximum angular momentum, the ordering \( k \rightarrow \ell \rightarrow n \) leads to a smaller bandwidth \( n_{\text{sup}} \).

Besides the parameters which determine the size of the matrices, there are some additional parameters that fix the basis set without influencing the size of the matrices. They are given by:

1. \( \alpha \): The Sturmian scaling parameter in the definition (2.45) was already mentioned above, in the discussion of the effective threshold \( n_{\text{sup}} \). Varying \( \alpha \) leads to a change of the effective threshold \( n_{\text{sup}} \) and may change the photon order of the ionization process. Given that the other parameters are chosen properly (and especially that the effective threshold is not too low in energy), this influences the widths of the atom-field eigenstates only a little bit. More precisely, modeling a situation where the multi-photon process is changed by

\[
\begin{align*}
\text{3.3 Application} & \\
\begin{array}{c}
\text{Figure 3.7: Convergence test in } \Theta: \text{ At a field amplitude } F = 2.7 \times 10^{-5} \text{ a.u. and frequency } \omega = 5.47 \times 10^{-8} \text{ a.u., the rotation angle } \Theta \text{ is tested. As already observed in figure 3.6, it is not possible to obtain convergence of all Floquet states. Again it is sufficient that the states with a non-vanishing overlap with the initial states are converged, what is achieved for } 0.02 < \Theta < 0.07. \text{ (The other parameters are chosen as } k_{\text{max}} = 34, k_{\text{max}} = -24, l_{\text{max}} = 82, \text{ the energy range is chosen close to the field free energy } E = -0.0001456 \text{ of the lithium state } |n_0 = 59, \ell_0 = m_0 = 0\rangle.\end{array}
\end{align*}
\]
one order may lead to a (slight) shift of the ionization rates of some eigenstates $\epsilon_j$, and hence to a small change of the ionization probability at a given interaction time. However, such behavior is also observed in laboratory experiments [20], under variation of the effective threshold, and is not an indication of un-converged results, but simply the physical consequence of changing the order of the multi-photon process. Apart from that, the numerical results are quite stable under variation of $\alpha$, at fixed order of the multi-photon process.

2. $\Theta$: According to the theory of complex scaling (see section 2.1.3), the eigenvectors and eigenvalues of the resonances should be independent of $\Theta$, as long as $\Theta$ is large enough to uncover the resonances. As already seen in figure 3.2, a numerical implementation leads to a more complicated situation [165]. Resonances which are too close to continuum states may 'interact' with the latter and slightly shift with respect to their converged position [33, 165]. Too large rotation angles $\Theta > 0.1$ lead to a shift of eigenvalues close to the branching points above the real energy axis, and thus to non-converged results. Too small rotation angles $\Theta < 0.01$, on the other hand, cannot uncover all resonances. We observed stability of the results for $\Theta = 0.02, \ldots, 0.07$. However, it is not possible to obtain convergence of all states in a Floquet zone, but at least the states with a non-vanishing overlap with the low-angular momentum initial states can be converged with this choice. An example for the convergence with respect to $\Theta$ is shown in fig. 3.7, for this situation a rotation angle $\Theta = 0.04$ was supposed to be an adequate choice.

3. $r_0$: In contrast to simulations of low-lying alkali Rydberg states $n_0 \lesssim 20$ [108], higher excited states (with $n_0 \geq 30$) are very stable under variation of the radius $r_0$ where the inner and the outer region are matched (see section 2.3). The reason for this stability is that the probability for the highly excited electron to be close ($r \approx 10$ a.u.) to the atomic core is very small. Obviously, this probability increases for states with lower $n_0$. In our calculation we observed stability for $r_0 \approx 10, \ldots, 20$, for principal quantum numbers $n_0 \geq 28$. For $n_0 \approx 20$, smaller matching radii $r_0 \approx 4$ lead to stable results.

Before proceeding to the real physical problem and presenting the results of our numerical experiment in the second part of this work, we finally want to give an account of the quality of the approximation of the linear dependence of the surface term (ALEEDST) that was described in section 2.3.3. Without this approximation, the generalized eigenvalue problem (2.47) is only valid for a surface term evaluated exactly at the energy $E + k\omega$, and thus reliable results can only be achieved with a self consistent approach. The production of converged results with the employing of a self consistent method needs at least two iterations (two diagonalizations of the generalized eigenvalue problem, where the surface term (2.42) for the matrix in the second iteration is evaluated at the eigenvalue obtained with the previous di-

![Figure 3.8: Assessment of the quality of ALEEDST. Displayed are the field free results for the lithium Rydberg states $|n_0 = 23, \ell_0 = m = 0\rangle$ (upper plot), $|n_0 = 24, \ell_0 = 1, m = 0\rangle$ shifted by $\omega = -1.07171794 \cdot 10^{-4}$ a.u. (middle plot), and $|n_0 = 23, \ell_0 = 2, m = 0\rangle$ (lower plot). The full lines show the results obtained with the surface term calculated according to (2.44) (i.e. with the ALEEDST), while the dashed lines show the results obtained with the surface term evaluated according to (2.42), but using a fixed (real) matching energy $E_{\text{match}}$. The results obtained with (2.44) are essentially independent of the matching energy over the whole Floquet zone (displayed by the size of $\omega$ in the lower plot), while the results obtained without this approximation depend strongly on the choice of the matching energy. In the latter case, the results only agree for $E_{\text{match}} = E_3$, with $E_3$ exactly the real part of the quasi-energy of the requested eigenvalue.](image-url)
agonalization), and as a result only one single atom-field eigenstate is converged, while the error of the other states increases with the distance (in energy) from the converged result.

For the description of highly excited states, i.e., in the regime of a high density of states, it is crucial to obtain more than one single converged result with a single diagonalization of the generalized eigenvalue problem, since a large number of atom-field eigenstates is needed to represent the field-free initial states. This can be achieved with the ALEDST which we outlined in section 2.3.3.

A typical situation is shown in figure 3.8, where we plotted the (real parts of) three different field free ( lithium) eigenvalues \(|n_0 = 23, t_0 = \mu_0 = 0\), \(|n_0 = 23, t_0 = 2, \mu_0 = 0\), and \(|n_0 = 24, t_0 = 1, \mu_0 = 0\) obtained with and without the ALEDST, as a function of the matching energy that was employed.\(^{(2)}\) If neither the ALEDST nor the self consistent approach are employed, but the surface term is calculated according to (2.42) with a given matching energy \(E_{\text{match}}\), the obtained results (dashed line) depend strongly on the choice of \(E_{\text{match}}\). They are only correct if \(E_{\text{match}} = E_j = \epsilon_j + i \Gamma / 2\), where \(\epsilon_j\) is the desired eigenvalue. In contrast, if the ALEDST is employed, the results (solid line) are essentially independent of the matching energy and hence they are located along a horizontal line. In all three examples shown in figure 3.8, the relative error of the (real part of the) results is by three orders of magnitude smaller when the ALEDST is employed as compared to the calculation according to (2.42) (but without employing a self-consistent, iterative procedure). Note that the difference becomes even more significant for the imaginary parts: While we observe a similar stability for the widths \(\Gamma_j\) as for the real part of the energy \(E_j\) if the ALEDST is employed, the widths fluctuate strongly without this approximation and take negative values as well as positive values.

In the present Floquet problem, the situation seems to be much more complicated than in the case of alkali atoms in static fields \((122)\). For the static field case it was reported that even without the ALEDST up to hundred converged results could be obtained with a single diagonalization, while we can obtain only a single converged eigenvalue with one diagonalization without employing the linear dependence of the surface term. However, with the use of the ALEDST, we obtain several hundred converged results that are independent of the energy at which they are evaluated.

\(^{(2)}\)Note that for (field-free and atom-field) eigenstates emanating from states with larger \(n_0\) the difference between the results obtained with the ALEDST and without the ALEDST (and without a self-consistent approach) becomes smaller than in the situation displayed in figure 3.8. In such situations, calculations without the ALEDST lead to better results than for low energies around \(n = 20\). However, also for higher energies we employed the ALEDST to ensure the convergence of a large number of eigenstates.
In this second part of this thesis, we shall present and discuss the results of our numerical experiments on microwave driven Rydberg states of hydrogen and alkali atoms. Given the theoretical/numerical apparatus described above, this is the first time that computational physics meets experiment in this intricate and highly complex physical situation. No single approximation on the dimensionality of the problem, on the excitation of the initial atomic state nor on the parameters that characterize the periodic external drive are needed. As a matter of fact, we shall see that in some respect computational physics actually bears experiment, since, in our virtual laboratory, experimental conditions can be realized which – though perfectly realistic – are virtually unaccessible for the traditional experimentalist. More precisely, our apparatus allows to perform the same (numerical) experiment on different atomic species, using precisely the same laboratory parameters.

In chapter 4, we start out with the fundamental building block of the experimental analysis of microwave ionization processes, the ionization yield. Its dependence on the driving field amplitude, on the atomic initial state, and on the atom-field interaction time is investigated, and analyzed in terms of the underlying spectral structure, as well as in terms of the population distribution over the bound space part of the spectrum, in terms of the Shannon width.

The following two chapters present the central physical results of this work: In chapter 5, the ionization thresholds of driven alkali and hydrogen atoms are analyzed over a broad range of atomic initial states under precisely identical experimental conditions. This comparison elucidates the similarities of alkali and hydrogen Rydberg states, as well as the experimentally observed considerable differences in the ionization dynamics of these systems, that remained hitherto unexplained, for more than one decade. We shall identify three different regimes in the ionization dynamics of driven, singly excited non-hydrogenic Rydberg states, and identify the relevant frequency scales separating these regimes. This ultimately allows to establish scaling rules for the ionization dynamics of driven alkali atoms.

Chapter 6 addresses a complementary aspect of our system: The external field induces a strong coupling of atomic bound and continuum states, leading to ionization on a finite time scale. This highly non-perturbative ionization process can be seen as a probe of the complex bound state dynamics. Hence, microwave-driven Rydberg states represent a typical, complex quantum system which exhibits decay. In chapter 6 we study the decay of the survival probability of the atomic bound state population, and find an algebraic decay as familiar for quantum systems with a classically mixed regular-chaotic counterpart. However, our observations also suggest important qualitative amendments to some predictions based on the study of simple toy models.

Finally, chapter 7 summarizes our results and briefly outlines some open questions.
Chapter 4

Microwave Ionization of lithium Rydberg atoms

4.1 Fixed field amplitude – various initial states

To provide for a comprehensive understanding of the ionization dynamics of microwave driven alkali Rydberg states, we perform a numerical experiment which employs exactly the parameters of the Stony Brook experiments on atomic hydrogen (20). Since the latter are by now rather well understood, the direct comparison of alkali and hydrogen results will immediately reflect the additional effects induced by a non-hydrogenic atomic core.

We chose to model the Stony Brook experiment, since it arguably covers the widest range of scaled frequencies, such that the regime of classically chaotic ionization (\( \omega_0 < 1 \)) as well as the regime of dynamical localization (\( \omega_0 > 1 \)) are explored (see section 1.1.1). Following the (classical) scaling rules for atomic hydrogen (2.19) and (2.20), in these experiments the scaled frequency is varied by fixing the laboratory frequency and varying the principal quantum number of the initial atomic states, at fixed interaction time \( t \approx 327 \cdot 2\pi/\omega \). Since our method allows to project the atom-field eigenstates obtained with a fixed field amplitude and frequency on various atomic initial states, a procedure like this is more convenient than fixing the initial state and varying the laboratory frequency. The latter approach was employed in the experiments of the Pittsburgh group [21], which also scanned a wide scaled frequency range and obtained similar results as those of Stony Brook, by exposing eight different atomic initial states to a microwave field of variable frequency \( \omega/2\pi \) from 12.4 GHz to 18 GHz. Furthermore, in the Pittsburgh experiment, a weak static electric field was added to the microwave field to enforce a quasi one-dimensional motion of the electronic density (by populating extremal parabolic states which are a coherent superposition of different angular momentum states).

To study the influence of the atomic core on the ionization process, we start out with lithium instead of atomic hydrogen. Yet, in contrast to many experiments on
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Figure 4.1: Ionization probability of lithium atoms prepared in initial states with angular momentum \( \ell_0 = 0 \), angular momentum projection \( m_0 = 0 \), and principal quantum numbers in the range \( n_0 = 50, \ldots, 80 \). The atoms are exposed to four different field amplitudes \( F = 2.0 \cdot 10^{-9} \text{ a.u.} \) (black triangles), \( F = 2.3 \cdot 10^{-9} \text{ a.u.} \) (dark diamonds), \( F = 2.7 \cdot 10^{-9} \text{ a.u.} \) (black circles), and \( F = 3.1 \cdot 10^{-9} \text{ a.u.} \) (stars). The frequency and the atom-field interaction time are kept constant at \( \omega / [2 \pi] = 36 \text{ GHz and } t = 327 \cdot 2\pi / \omega \), respectively, to be typical experimental values as they were employed in [20]. The local maxima at \( n_0 = 63 \) and \( n_0 = 68 \) are caused by avoided crossings in the Floquet spectrum that induce a local enhancement of the ionization rates.

lithium atoms of the Virginia group [48–50], that were performed on initial states with angular momenta \( \ell = 1 \) or \( \ell = 2 \), to minimize the effect of the multi-particle core, the influence of the atomic core is precisely our interest. For this purpose, it is natural to choose initial states with angular momenta \( \ell = 0 \), i.e. states that exhibit the largest quantum defects \( \xi_1 \). More precisely, in our calculation we expose lithium atoms, initially prepared in states \( |n_0, \ell_0 = 0 \rangle \), to a linearly polarized microwave field of frequency \( \omega / 2 \pi = 36 \text{ GHz} \) at atom-field interaction times indicated above, what precisely matches the situation of the Stony Brook experiment.

Figure 4.1 displays our first (physical) result, the ionization probability as a function of the principal quantum number \( n_0 \) of the initial atomic state, at four different field amplitudes \( F = 2.0 \cdot 10^{-9} \text{ a.u.} \), \( F = 2.3 \cdot 10^{-9} \text{ a.u.} \), \( F = 2.7 \cdot 10^{-9} \text{ a.u.} \), and \( F = 3.1 \cdot 10^{-9} \text{ a.u.} \). As the external field with fixed (laboratory) amplitude \( F \), measured in units of the Coulomb field between electron and atomic core (in other words, the 'scaled' field amplitude \( F_{\text{sc}} \)), increases with increasing quantum number \( n_0 \) (scanning \( n_0 \) from 50 to 80 is equivalent to scanning the 'scaled' field amplitude \( F_{\text{sc}} \) from \( n_0^2 \cdot F = 0.0125 \) to \( n_0^2 \cdot F = 0.08192 \), at fixed \( F = 2 \cdot 10^{-9} \text{ a.u.} \)), in all four curves there is an increase of the ionization probability with \( n_0 \). Besides that, all four curves show a typical threshold behavior: below some quantum number \( n_{\text{threshold}} \) (e.g. \( n_{\text{threshold}} = 60 \) at \( F = 2.7 \cdot 10^{-9} \text{ a.u.} \)) the ionization probability remains relatively small and flat. This is the perturbative regime, where the field which is experienced by the electron does not induce appreciable ionization (i.e., where \( F \) is small as compared to the Coulomb field \( = n_0^2 \)). For \( n_0 > n_{\text{threshold}} \) the ionization probability starts to increase rapidly, hereafter the field is strong enough to induce a strong coupling of a large number of atomic bound (and continuum) states. Said differently, beyond the perturbative regime the external field (which has cylindrical symmetry) destroys the spherical symmetry of the unperturbed initial atomic state, leading to a large ionization probability.

Besides the threshold behavior of the four curves, we observe local structures on top of the global trend, e.g. the local maxima at \( n_0 = 63 \) (at \( F = 2.3 \cdot 10^{-9} \text{ a.u.} \), \( F = 2.7 \cdot 10^{-9} \text{ a.u.} \), and \( F = 3.1 \cdot 10^{-9} \text{ a.u.} \)). Such local enhancement of the ionization probability of a given initial state is caused by the complicated structure of the Floquet spectrum: Near-degeneracies between two (or more) atom-field eigenstates at a given field amplitude reflect multi-photon resonances between atomic bound states. These enhance the coupling to the atomic continuum and thus the observed total ionization rate [38]. The situation is illustrated in figure 4.2 where we display the ionization probability of the \( (\ell_0 - m_0 = 0) \) state \( n_0 = 63 \) as a function of the field amplitude (in (a)), together with the evolution of the quasi-energies (real parts in (b),(c), imaginary parts in (d)) as a function of the field amplitude: there is an avoided crossing between two atom-field eigenstates close to \( F \approx 2.3 \cdot 10^{-9} \text{ a.u.} \) (in (c)). The projection of the initial state \( |n_0 = 63, m_0 = 0 \rangle \), at the near-degenerate Floquet states (displayed in (c)) is larger than the projection of the \( \ell_0 = 0 \) states with principal quantum number \( n_0 = 62 \) and \( n_0 = 64 \), and thus the initial state \( |n_0 = 63, m_0 = 0 \rangle \) exhibits an enhanced ionization probability at this field amplitude. The effect reaches its maximum at \( F = 2.3 \cdot 10^{-9} \text{ a.u.} \), leading to an even larger ionization probability of the \( n_0 = 63 \) state than at \( F = 2.7 \cdot 10^{-9} \text{ a.u.} \). The same phenomenon, i.e. a local maximum in \( P_{\text{ion}} \), caused by a multi-photon resonance, appears close to \( n_0 = 68 \) (in figure 4.1), and also, below threshold, at \( n_0 = 51 \) for \( F = 3.1 \cdot 10^{-9} \text{ a.u.} \). We will return to the role of avoided crossings in the Floquet spectrum, and to the discussion of figure 4.2 in the next section.

Let us also mention here that a similar behavior as the one of the ionization yield as a function of the principal quantum number \( n_0 \) (i.e. a threshold behavior of the

---

4.1 Fixed field amplitude – various initial states

---
global trend, together with the appearance of local extrema was also reported in the discussion of laboratory experiments on the microwave ionization of atomic hydrogen [31]. There, local minima of the ionization probability were observed close to \( \omega = 1, \omega = 1/2, \) and \( \omega = 1/3, \) and attributed to quantum signatures of local stability islands in classical phase space, i.e. manifestations of resonances between the external driving frequency and the characteristic frequencies of the unperturbed classical Kepler motion. Due to the lack of a uniquely defined classical one-particle potential for alkali atoms, a similar explanation for the local structure in figure 4.1 cannot be adopted here. However, as we will see in chapter 5, in the region where we observe most of the local structures, i.e. for \( n_0 = 59, \ldots, 80, \) the alkali dynamics mimics the one of hydrogen. Nonetheless, since the single-valued ionization yield \( I_{\text{ion}} \) is a quantity which averages over all the details of the atomic excitation process (see equation (2.53)), similar ionization yields do not suffice to postulate a classical analog of the alkali excitation and ionization process, and we therefore refrain from a purely classical interpretation of the above results.

4.2 Fixed initial states – changing the field amplitude

After changing the 'scaled' field amplitude by varying the principal quantum number \( n_0 \) at fixed field amplitude, we will now do the reverse, and vary \( F \) for constant \( n_0 \), as it is typically also done in laboratory experiments. In figure 4.3 we plotted the ionization probability of five initial states \((n_0 = 61, n_0 = 63, n_0 = 65, n_0 = 67, n_0 = 69, \ell_0 = m_0 = 0)\) as a function of the field amplitude \( F \). Much alike the previous section, we observe a threshold behavior for each \( n_0 \)-value. Below a certain threshold amplitude, the Coulomb field largely dominates the external drive, and the dynamics is dominated by the symmetry of the pure atom, i.e. the situation can be treated in a perturbative way and, consequently, the ionization probability does not increase appreciably. Above the threshold field, we observe a steep increase of \( I_{\text{ion}} \), caused by non-perturbative couplings, involving multi-photon processes of different order \([34]\).

The threshold field also defines the ionization border, below which ionization is negligible. This ionization border is traditionally defined as that field amplitude which causes an ionization probability of ten percent (the so-called '10% ionization threshold'), at given interaction time.

In the discussion of figure 4.1 we recognized that the state \((n_0 = 63, \ell_0 = m_0 = 0)\) is less stable at a driving field amplitude \( F = 2.3 \times 10^{-9} \text{ a.u.} \) than at the stronger field \( F = 2.7 \times 10^{-9} \text{ a.u.} \). This pronounced local maximum in figure 4.1, also manifests in figure 4.3. Here we see it as a shoulder in the ionization signal of \((n_0 = 63, \ell_0 = m_0 = 0)\), which exceeds all the other curves shown in the plot, up to \( F \approx 2.4 \times 10^{-9} \text{ a.u.} \). As a matter of fact, this curve can be understood as a vertical cut through \( n_0 = 63 \) in figure 4.1. The large overlap of \((n_0 = 63, \ell_0 = m_0 = 0)\) with the anticrossing states in figure 4.2 causes the enhancement of \( I_{\text{ion}}(n_0 = 63) \) locally in \( n_0 \) in figure 4.1, and locally in \( F \) in figure 4.2 and 4.3. The local maximum of \( I_{\text{ion}}(n_0 = 63) \) at \( F \approx 2.3 \times 10^{-9} \text{ a.u.} \) (in figure 4.3 and 4.2 (a)) precisely cor-
resides to the closest approach of the anticrossing states in figure 4.2 (c), as well as to a local maximum in their ionization rates (figure 4.2 (d)), and of their relative weights (figure 4.2 (e)) in the representation of the atomic initial state.

Besides the broad shoulder of the ionization signal of \( n_0 = 63 \) in figure 4.2 (a) and 4.3, all atomic initial states exhibit a rather steep increase of the ionization signal as a function of \( F \). This is paralleled by a dramatic increase of the number of Floquet states which generate the dynamics (i.e. which have a non-negligible overlap with the initial atomic state, see equation (2.58)). Indeed, the Shannon width (2.61) – which measures the number of states that contribute appreciably to the representation of the initial state – increases from \( W = 46 \) at \( F = 0 \cdot 10^{-8} \) a.u. to \( W = 118 \) at \( F = 2.42 \cdot 10^{-8} \) a.u., for \( n_0 = 63 \), and similarly for the other quantum numbers represented in figure 4.3, see section 4.2.2. This observation correlates with the usual picture of the ionization process in the regime of dynamical localization: an increased localization length, which can be measured by the Shannon width, induces an enhanced ionization yield, at fixed atomic initial state \( n_0 \).

### 4.2 Fixed initial states – changing the field amplitude

Figure 4.4: Ionization probability of the \( \ell_0 = m_0 = 0 \) initial states \( n_0 = 63 \) (squares), \( n_0 = 65 \) (diamonds), and \( n_0 = 67 \) (crosses) obtained in the single Floquet state approximation (interaction time and frequency as in figure 4.1). As only one single Floquet state is populated, the enhancement of the ionization rates at avoided crossings plays a more important role than in the ionization probability evaluated in the sudden approximation. Thus the SFSA yields show more local maxima than the ionization signals plotted in figure 4.3. Note that the ionization probability of the state \( n_0 = 63, \ell_0 = m_0 = 0 \) exactly follows the rms of the widths of these eigenstates in figure 4.2 (d) which exhibit the largest weights in the representation of the atomic initial state.

#### 4.2.1 Comparison with the single Floquet state approximation

We have seen in the preceding sections that the ionization yield \( P_{\text{ion}} \) can be strongly affected by local structures in the Floquet spectrum, locally in some parameter like \( F \) or \( n_0 \). Depending on the actual switching of the microwave pulse, the sudden approximation (2.58) providing us with figures 4.1 and 4.3 may not be the closest description of the actual situation in the laboratory, notably for experiments which switch the microwave rather slowly. To estimate the possible influence of the switching stage of the atom-field interaction on the local as well as on the global dependence of the ionization yield on \( F \), it is therefore useful to compare the predictions of the single Floquet state approximation (SFSA, (2.59)) to our above results. Doing so, we always use the Floquet state with the largest overlap with the field-free atomic initial state (at given \( F \)) as input for equation (2.59) [137].

Figure 4.4 displays the SFSA-results obtained with the same parameters as those
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In figure 4.3, two atomic initial states $n_0 = 63, 65, 67$. The ionization curves of the $n_0 = 63$, and the $n_0 = 65$ states resemble those obtained with the sudden approximation for weak driving field $F \lesssim 2.1 \cdot 10^{-2}$ a.u. ($n_0 = 65$) and $F \lesssim 1.9 \cdot 10^{-9}$ a.u. ($n_0 = 63$). For larger field amplitudes, the results obtained and $F \lesssim 2.1 \cdot 10^{-2}$ a.u. ($n_0 = 65$) can be easily understood from the difference in the two different approaches. This can be easily understood from the plot of the avoided crossing in figure 4.2. At $F \lesssim 2.1 \cdot 10^{-2}$ a.u., the continuation of the atomic initial state (i.e., the Floquet state marked by squares in figure 4.2, which has the largest overlap with $n_0 = 63, \langle \varphi_0 | \varphi_1 \rangle$) up to $F \lesssim 2.3 \cdot 10^{-9}$ a.u.) undergoes an avoided crossing with another Floquet state (marked by diamonds), and the ionization probability increases in both approaches, the SPSA and the sudden approximation, and both curves exhibit a local maximum at $F = 2.3 \cdot 10^{-9}$ a.u. However, as the state marked by squares in figure 4.2 has an overlap of less than 25% with the atomic initial state, in the sudden approximation the single avoided crossing is by far less important than they are in the SPSA and the sudden approximation leads to a smoother curve and to a less pronounced maximum.

The same scenario leads to the pronounced structure in the ionization yield of the $n_0 = 65$ and $n_0 = 67$ states (i.e., the maxima around $F = 2.5 \cdot 10^{-9}$ a.u. and $F = 2.9 \cdot 10^{-9}$ a.u.), which are smoothed out in the sudden approximation.

As we see in figure 4.2 (c), in the similarity of the obtained ionization curves for weak driving field, the SPSA is only a useful approximation as long as there is one single Floquet state having a large overlap with the atomic initial state (this is the case when the electron state is only approximately 14%).

4.2 Fixed initial states - changing the field amplitude

The scription of the experimental situation than the SPSA. This is in particular true for the latest generation of the Virginia experiments on lithium atoms [49], that employ a switching time of only three field-cycles. But also in the experiments in Stony Brook [20,31] and in Munich [9,42], that employ switching times of approximately 50 field-cycles, more than just one single atom-field eigenstate is populated at field amplitudes strong enough to induce appreciable ionization. This manifests, e.g., in the experimentally observed transition from a mono-exponential time dependence of the ionization probability to an algebraic time dependence for an increasing field strength in the Munich experiments [86]. Such a non-exponential time dependence, however, is only possible if the initial atomic state is represented by a large number of atom-field eigenstates as suggested by (2.58) rather than by only one single atom-field eigenstate as suggested by (2.59). We will study the temporal dependence of the ionization probability of microwave driven Rydberg states in more detail in chapter 6, where we will also refer to assumptions concerning the temporal decay of complex quantum systems made by other research groups.

While not only the set-up of the recent Virginia experiments [49], but also the Munich and presumably the Stony Brook set-ups provide for the population of multiple single atom-field eigenstates, the finite switching time can induce the preferred population of a reduced number of atom-field eigenstates (as opposed to the sudden approximation), possibly with specific stability properties [166,167]. Thus, the experimentally observed ionization probability may locally in $F$ or $n_0$ significantly differ from the results obtained with the sudden approximation which, however, globally will provide for a good description of the experiments. Due to these pulse-induced effects, we will also observe local deviations of the numerically obtained 10% ionization threshold from experimental data in chapter 5, but we expect an excellent agreement of our results to results obtained with a very fast switching of the field as it is approximately possible, e.g., in the Virginia experiments.

4.2.2 Shannon width

In the previous sections we recognized that the abundance of avoided crossings in the Floquet spectrum expresses the coupling of the atomic initial state to a large number of atom-field eigenstates. To quantify the number of Floquet states contributing to the representation of the initial state, we introduced the Shannon width $W(n_0, F, \omega)$ in section 2.5.2, and we already used this quantity in section 4.2, in our discussion of the threshold behavior of the ionization yields in figure 4.3. In figure 4.5 we display $W(n_0, F, \omega)$ as a function of the field amplitude $F$ for the initial atomic states we studied in figure 4.3.

The width function $W(n_0, F, \omega)$ shows a similar dependence on the field amplitude as we observed it for the ionization probability: The stronger the external perturbation, the more Floquet states are needed to represent the initial state. Much as for the ionization probability, the slope of $W(n_0, F, \omega)$ is not constant and it also exhibits a threshold behavior. Since a weak driving field does not induce a strong perturbation of the initial atomic state, the state is represented by only a small num-
4.3 Time dependence of the ionization signal

We have seen that, for fixed interaction time $t$, local structures in the ionization yield (vs. $F$ or $n_0$) are caused by avoided crossings in the Floquet spectrum, eventually amended by a pulse-induced redistribution of the weights $w_j$ of the various Floquet states which contribute to the ionization signal. Whereas the avoided crossings induce local enhancements of the ionization rates of the interacting states, pulse induced redistributions of the $w_j$ determine the path of the wave function across the crossing and hence the dependence of the total ionization yield on the control parameter $F$, through $P_{\text{ion}} = 1 - \sum_j w_j \exp(-\Gamma_j t)$.

The yield will
increase in time with locally (in $F$ or $n_0$) distinct rates, causing changes in the local structures of the ionization signal, on time scales which reflect the distribution of the $\Gamma_j$ over several orders of magnitude.

As an example, figure 4.6 shows the time evolution of the ionization signals of figure 4.3, for $t = 128 \cdot 2\tau/\omega, \ldots, 5015 \cdot 2\tau/\omega$. Changing the interaction time by a factor 39 obviously does not change the global trend of the five ionization curves, apart from a global increase of the slope.

However, closer inspection of figure 4.6 reveals a change in the local structure of the ionization signals. The pronounced local maximum in the yield of the $n_0 = 63$ state, around $F = 2.3 \cdot 10^{-9}$ a.u. at $t = 327 \cdot 2\tau/\omega$, flattens out for longer interaction times. This is caused by a faster decay of the $n_0 = 63$ state at $F \approx 2.6 \cdot 10^{-9}$ a.u. than at $F \approx 2.3 \cdot 10^{-9}$ a.u. The faster decay at $F \approx 2.6 \cdot 10^{-9}$ a.u. seems to contradict the observation we made in the discussion of figure 4.2, i.e. the fact that the ionization rate of the Floquet state with the largest contribution to the $n_0 = 63$ state reaches a maximum ($\Gamma_j \approx 4 \cdot 10^{-9}$ a.u.) at $F \approx 2.3 \cdot 10^{-9}$ a.u. However, for long interaction times the two anticrossing states already decayed (e.g. $\exp(-\Gamma_j \cdot t) \approx 9 \cdot 10^{-3}$ for $\Gamma_j \approx 4 \cdot 10^{-9}$ a.u. and $t = 1026 \cdot 2\tau/\omega$), and their contribution to the representation of the initial state $n_0 = 63$ becomes less important. On long time scales, more stable states (with $\Gamma_j < 10^{-9}$ a.u.) dominate the decay of $n_0 = 63$, and the ionization probability increases slower than on short time scales.

While the maximum in the $n_0 = 63$ curve flattens out with increasing interaction time, the opposite behavior is observed for the $n_0 = 67$ state at $F = 1.35 \cdot 10^{-9}$ a.u. (figure 4.6(d)). Here, interaction times $t > 500 \cdot 2\tau/\omega$ lead to the emergence of a subthreshold peak at $F = 1.35 \cdot 10^{-9}$ a.u.

This variation of the local structure in the ionization signal due to a change of the interaction time was recently experimentally observed in the study of $\ell_0 = n_0 = 1$ states of lithium atoms by the Virginia group [49]. There (see figure 3(a) of reference [49]), a similar situation occurred as we observe it in the temporal evolution of the ionization curve for the $n_0 = 61$ state at $F \approx 2.2 \cdot 10^{-9}$ a.u., and for $n_0 = 67$ at $F \approx 1.8 \cdot 10^{-9}$ a.u.: at short atom-field interaction times (in the Virginia experiment at $t \leq 115 \cdot 2\tau/\omega$, in our results at $t \approx 600 \cdot 2\tau/\omega$) the ionization yield is essentially flat below threshold. For large interaction times (in the Virginia experiment $t \approx 1500 \cdot 2\tau/\omega$, in our simulation $t > 2000 \cdot 2\tau/\omega$) an additional 'shoulder'-like structure appears.

To finish this chapter, let us come back to the ionization probability as a function of $n_0$, for a fixed field amplitude, what we studied already in section 4.1.

In figure 4.7, where we display the time evolution of $P_{\text{ion}}$ vs. $n_0$ (for $F = 2.3 \cdot 10^{-9}$ a.u.), we see that the distinct time evolution of different atomic initial states (at a given field amplitude) induces a change in the local structures much as we observed it in the temporal evolution of $P_{\text{ion}}$. While, e.g., the local maximum at $n_0 = 66$, that is only hardly identified for $t = 128 \cdot 2\tau/\omega$, gets more pronounced for longer interaction times, the local minimum at $n_0 = 70$, for instance,
4.3 Time dependence of the ionization signal

A small change to lower field amplitudes or principal quantum numbers, the emergence of subthreshold peaks (e.g., at \( F \approx 1.3 \cdot 10^{-9} \) a.u. in figure 4.6) may induce rather pronounced changes of the ionization threshold. Accordingly, we will also observe time-dependent changes in the dependence of the threshold on the 'scaled' frequency (see the succeeding chapter). Such changes were observed in the recent experiment of the Virginia group [49], after earlier theoretical predictions [33, 38].

These (theoretical and experimental) observations, as well as our observations of the change of \( P_{\text{ion}}(t) \) vs. \( P \) or \( n_0 \) with the change of \( t \), already show that (2.58) creates a complicated time dependence of \( P_{\text{ion}}(t) \) involving multiple time scales, which differs for different initial conditions (set by \( P \) and \( n_0 \)). As already mentioned, an algebraic time dependence (for a sufficiently strong driving field) was already observed, both in laboratory and in numerical experiments [86], and is nowadays intensely discussed [78–80, 82–84]. In chapter 6 we will study this aspect in more detail.

Figure 4.7: Temporal evolution of the ionization probability as a function of the principal quantum number \( n_0 \) (\( \delta_0 = n_0 = 0 \)), at fixed field amplitude \( F = 2.3 \cdot 10^{-9} \) a.u. The distinct time evolution of different initial states leads to an enhancement of some of the local structures already observed in figure 4.1 (e.g., the pronounced local maximum at \( n_0 = 63 \)), and occasionally to the emergence of new local structures, as the local maximum at \( n_0 = 66 \) gets less pronounced for increasing interaction times. Whereas in these two examples only the difference between the ionization probability at the local extremum (\( n_0 = 66 \) respectively \( n_0 = 70 \)) and the preceding local extremum (\( n_0 = 64 \) respectively \( n_0 = 69 \)) changes with increasing interaction time, we observe a different behavior at the minimum at \( n_0 = 67 \) (at, e.g., \( t = 1026 \cdot 2\pi/\omega \)): The minimum gets more pronounced from \( t = 128 \cdot 2\pi/\omega \) to \( t = 3256 \cdot 2\pi/\omega \) but at \( t = 15023 \cdot 2\pi/\omega \) the minimum is no more located at \( n_0 = 67 \), but rather at \( n_0 = 68 \). This means that for each local structure there is a certain time scale when it appears most pronounced. Once again, as for the change of the local structures of \( P_{\text{ion}}(t) \) vs. \( P \) under variation of the interaction time, this can be understood from the ionization probability as a weighted sum over the exponentials \( \exp(-\Gamma_j t) \). Different widths \( \Gamma_j \) play a dominant role on different time scales \( t \), and the impact of these widths on the ionization probability of a given initial state is determined by the weight \( \omega_j \) which differs for different states (\( n_0, \delta_0, \delta_n \)).

Thus, we observe a distinct time evolution of \( P_{\text{ion}} \) for different initial conditions (i.e. \( n_0 \) or \( P \)).

Studying the time dependence of \( P_{\text{ion}} \) vs. \( P \) (figure 4.6) and \( P_{\text{ion}} \) vs. \( n_0 \) (figure 4.1), we observe that also the 10% ionization threshold changes with \( t \). While this change (induced by local structures of \( P_{\text{ion}} \) vs. \( n_0 \) or \( P \)) is in some cases only
Chapter 5

(Scaled) Frequency dependence of the ionization threshold

We now come to the central result of this thesis, the first numerically exact description of the ionization threshold of highly excited Rydberg states, covering essentially the complete parameter space of typical laboratory experiments, without any adjustable parameters. Since a large part of the experimental data as well as essentially all theoretical model treatments so far dealt with atomic hydrogen, and given the well-defined classical analogy for the driven two-body Coulomb problem, we will therefore first compare our ab initio results on hydrogen to experimental data. Afterwards, we will enter the discussion of the ionization dynamics of alkali Rydberg states, which bears some unexpected surprises, as we will see in the sequel of this chapter.

5.1 Atomic hydrogen

Numerical experiments on the ionization dynamics of atomic hydrogen in a broad range of the scaled frequency were already performed in [32–34, 38]. However, at that time, neither the available supercomputers were powerful enough nor was there, more importantly, the necessary expertise on large scale parallel computing. Consequently, these calculations were done either using a one-dimensional approximation of the real atom [38], or by employing the scaling rules (2.19) and (2.20), to 'rescale' results obtained in three-dimensional calculations on initial states around \( n_0 \approx 20 \) to typical experimental quantum numbers \( n_0 \approx 60 \) [32, 34]. Here, we need not resort to any approximations any more, and can use precisely the experimental parameters of [20], i.e. a microwave frequency \( \omega/2\pi = 36 \text{ GHz} \), and principal quantum numbers of the initial state in the range \( n_0 = 46, \ldots, 78 \), defining a multi-photon process of the order 44, \ldots, 15.

As already mentioned in the previous chapter, for our calculations we chose the experimental parameters of the Stony Brook group [20] instead of the parameters of the Pittsburgh experiment [21], since fixing the laboratory frequency \( \omega \) and
changing $n_0$ is more convenient for our numerical set-up than changing both $\omega$ and $n_0$, as it was done in [21]. However, as we want to compare the ionization thresholds of atomic hydrogen with the thresholds of low angular momentum alkali states later on, we employ a well-defined initial state $|n_0, \ell_0, m_0 = 0\rangle$ with $\ell_0 = 0$ and $\ell_0 = 1$ also for our hydrogen calculations. This is in contrast to the experimental set-up [20, 31] where the initial state was a microcanononical mixture of $n$ and $\ell$ states in the $n_0$-energy shell. As noted already in the previous chapter, in the Pittsburgh experiments [21], on the other hand, well-defined atomic initial states (i.e. extremal parabolic states, a superposition of different $\ell_0$ states) were populated by superimposing a weak static electric field on the microwave.

In figure 5.1 we display our numerical results for the scaled 10% ionization threshold $F_0(10\%)$ as a function of the scaled frequency $\omega_0$, together with the laboratory results of the groups in Stony Brook (a), and Pittsburgh (b), respectively. Precisely as in both laboratories, an atom-field interaction time $t = 327 \cdot 2\pi/\omega$ ($t = 9.1$ ns) was employed in (a), while a shorter pulse $t = 128 \cdot 2\pi/\omega$ was used in (b)\(^{(1)}\). The ionization thresholds were extracted from ionization signals as depicted in figure 4.3, for each value of $n_0$. In contrast to our Floquet approach that implies a flat pulse (with constant field amplitude $F$) of duration $\ell$, in both laboratory set-ups a finite switching time of the field, given by approximately 50 field-cycles in [20], and determined by a half-sine pulse in [21] was used.

The overall agreement of the numerical data with the experimental results of both groups is very satisfactory. The scaled threshold follows the theory outlined in section 1.1.1 (see figure 1.1). We only briefly summarize the major observations here:

- For low scaled frequencies $\omega_0 \leq 0.8, \ldots, 0.86$, the quantum dynamics follows the classical prediction, and the scaled ionization threshold $F_0(10\%)(\omega_0)$ decreases with increasing frequency.
- For larger scaled frequencies $\omega_0 \geq 0.86, \ldots, 0.8$, the classically chaotic ionization is suppressed by quantum mechanical interference processes – known as dynamical localization [24] – and $F_0(10\%)(t)$ increases with $\omega_0$.
- On top of the global behavior of $F_0(10\%)(t)$, there are local structures, notably a maximum near $\omega_0 \approx 1.2$, and – less pronounced – close to $\omega_0 \approx 1.9$. These are signatures of the classical stability islands induced by resonant driving of the atom, i.e., at $\omega_0 = 1, 2, 3$ (the exact position of these maxima, however, varies a little bit, as can be seen in the figure, from $\omega_0 \approx 1.05$ in the Pittsburgh experiment to $\omega_0 \approx 1.0, \ldots, 1.3$ in the Stony Brook experiment [20, 33]).

Apart from the overall agreement of the numerical and the experimental results, there are also some deviations between both data sets. Firstly, the laboratory results of both experiments show globally slightly lower thresholds as compared to

\[^{(1)}\] In the laboratory set-up [21] the interaction time actually varied between 90 and 135 field cycles, as the frequency was varied $\omega/2\pi = 12.4, \ldots, 18$ GHz and the laboratory interaction time $t = 7.5$ ns was kept constant.
our numerical results, for frequencies $\omega_0 \geq 1.3$ (in (a), respectively for $\omega_0 \geq 1.5$ in (b)). This can be attributed to the difference in the initial states chosen in our numerical and in the laboratory experiments. Already from the comparison of the numerical results for $\ell_0 = 0$ and $\ell_0 = 1$, it is apparent that the exact value of the ionization threshold depends on the choice of the angular momentum of the initial state. The comparison of the numerical results shows that the $\ell_0 = 0$ states are more stable than the $\ell_0 = 1$ states for all scaled frequencies $\omega_0 = 0.5, \ldots, 2$. Such behavior – i.e. an increase of the stability for decreasing angular momentum – was observed already before in calculations on moderately excited hydrogen atoms [33] where a weak dependence of $F_{\text{50}}$ on the angular momentum was found with a minimum at intermediate angular momenta. Thus, we expect an even better global agreement between results of our numerical and the laboratory experiment, if precisely the same initial atomic state is populated. However, even with the population of the identical initial state, our numerical data may still slightly deviate from the laboratory results locally, since we employ a sudden switching of the microwave field, in contrast to the finite switching time of the laboratory experiments. As already noted in the preceding chapter, a finite switching time may provide for the contribution of only a reduced number of atom-field eigenstates to the ionization probability as compared to the sudden approximation. This changes also the local structures in the ionization probability, and hence also the local structures in $F_{\text{50}}$ vs. $\omega_0$. The pronounced local minimum at $\omega_0 \approx 1.4$ in the Stony Brook experiment (see figure 5.1 (a)), for instance, can most probably be attributed to such a pulse-induced effect [33].

5.2 Alkali atoms

5.2.1 Lithium vs. hydrogen – three frequency regimes in the ionization dynamics

To understand the influence of a non-hydrogenic core on the ionization dynamics of periodically driven Rydberg states, we start out with lithium atoms exposed to a microwave field. Frequency $\omega$, principal quantum number of the initial state $n_0$, and the interaction time $t$ remain fixed by the values employed in [20] and in our numerical treatment of atomic hydrogen above. The angular momentum of the initial states was chosen as in our hydrogen calculations, $\ell_0 = 0$ and $\ell_0 = 1$ (with $m = 0$).

In figure 5.2 we display the results, the 'scaled' $10\%$ ionization threshold as a function of the 'scaled' frequency of our numerical experiment on lithium ($n_0, \ell_0 = m_0 = 0$ states together with experimental (a) and our numerical (b) results obtained on atomic hydrogen (in figure 5.2 (b) we also display our $\ell_0 = 1$ results for lithium and hydrogen). Since the (laboratory) hydrogen experiments performed with $\omega/2\pi = 36$ GHz [20] only considered principal quantum numbers $n_0 = 45, \ldots, 60$, we additionally reproduce laboratory results obtained on atomic hydrogen.

Figure 5.2: Calculated 'scaled' threshold fields $n_0^d \cdot F_{10\%}$ of lithium atoms ($\ell_0 = m_0 = 0$ states: filled diamonds, and $\ell_0 = 1, m_0 = 0$ states: crosses) together with experimentally measured scaled thresholds of atomic hydrogen (squares, [20], and open triangles, [31]) in (a), and with numerically observed hydrogen thresholds (stars, $\ell_0 = m_0 = 0$ states, and open circles, $\ell_0 = 1, m_0 = 0$ states) in (b). The parameters for the calculations on lithium, for the experiment [20] and for the calculations on atomic hydrogen are exactly the same, i.e., $\omega/2\pi = 36$ GHz and $t = 9.1$ ns $= 32 \cdot 2\pi/\omega$. Since the experiment [20] only covers the frequency regime $\omega_0 > 0.5$, we also display the experimentally measured thresholds of $\text{[31]}$ (in (a), open triangles) that were obtained with $\omega/2\pi = 0.95$ GHz, and $n_0 = 32, \ldots, 90$ (corresponding to $\omega_0 = 0.05, \ldots, 1.1$)
gen with $\omega/2\pi = 9.92 \text{ GHz}$ and $n_0 = 32, \ldots, 90$, which cover the regime of low scaled frequencies $\omega_0 = 0.05, \ldots, 1.1$.

Since the only difference between the $\omega/2\pi = 36 \text{ GHz}$ laboratory and numerical experiment on hydrogen, on the one hand, and the lithium calculations, on the other hand, is the quantum defect, we can present both the hydrogen and the lithium results in terms of scaled variables as defined in section 2.2. Therefore, such a plot allows for the unambiguous identification of the core-induced differences and the similarities in the ionization dynamics of non-hydrogenic Rydberg states as compared to the driven two-body Coulomb problem realized by atomic hydrogen.

A comparison of the (numerical and laboratory) hydrogen to the lithium results clearly suggests a separation of the dynamics in three regimes:

(I) In regime (I), $n_3^3 - \omega > 0.86$ (as suggested by a comparison of our numerical lithium data and the laboratory [20] hydrogen thresholds, respectively $n_3^3 - \omega > 0.8$ as suggested by a comparison of our numerical thresholds of lithium and hydrogen), the 'scaled' threshold of lithium follows the global trend of the hydrogenic curve. In particular, the scaled thresholds of both species exhibit local maxima at $n_3^3 - \omega \approx 1, \ldots, 1.3$ and $n_3^3 - \omega \approx 2, \ldots, 2.2$.

(II) For 'scaled' frequencies $0.4 \leq n_3^3 - \omega \leq 0.86$ (regime (II)) there is a dramatic difference between the hydrogen and the lithium data: whereas the hydrogen curve follows the classical ionization threshold and increases with decreasing $n_3^3 - \omega$, it decreases in the case of lithium.

(III) The 'scaled' lithium threshold is essentially $n_3^3 - \omega$-independent in regime (III), i.e., for $n_3^3 - \omega \leq 0.4$, while the hydrogen threshold follows the classical behavior. This leads to up to 13 times larger scaled (laboratory) thresholds for hydrogen as compared to lithium.

The distinct dependence of lithium and hydrogen thresholds on the 'scaled' frequency in these three regimes can be explained by inspection of the level structure of unperturbed lithium and hydrogen atoms, as sketched in figure 5.3:

5.2.1.1 Regime (I): $n_3^3 - \omega > 0.8$

In regime (I) – for $n_3^3 - \omega > 0.8, \ldots, 0.86$ – the external frequency exceeds or is comparable to the splitting between adjacent unperturbed hydrogen energy levels, which coincides with the splitting $\Delta_{\text{H}}$ between the unperturbed hydrogenic part (i.e., the high angular momentum states, with vanishing quantum defects) of adjacent lithium manifolds. Here, the external field can efficiently mix hydrogenic (emanating from unperturbed levels with $\ell_0 > 1$) and non-hydrogenic (emanating from low angular momentum states) energy levels, and the hydrogenic character of the ionization process prevails.

Both, hydrogen and lithium atoms evince dynamical localization, i.e., the suppression of a diffusive ionization due to quantum interference effects in this regime.
5.2 Alkali atoms

Finally, for frequencies $\omega < \Delta_{AB}$, i.e., in regime (III) where the frequency is smaller than the next dipole allowed transition leaving the initial atomic state, even the alkali spectrum does not offer any possible one-photon dipole transition that can be driven efficiently. Thus, only higher order processes can activate the transport of the electronic population to higher energies. In figure 5.2, the transition from high to low 'scaled' frequencies is reflected by a transition from a decreasing to an essentially $n_0^2\omega$-independent 'scaled' threshold, where the frequency falls below $n_0^2\omega \approx 0.4$. The 'scaled' frequency $n_0^2\omega \approx 0.4$ corresponds to $n_0 = 42$, where the external frequency equals 1.13 times the splitting between the unperturbed $\ell_0 = 0$ and the $\ell_0 = 1$ state. For $n_0 = 41$, the frequency $\omega$ equals 1.05 times the $\ell_0 = 0 - \ell_0 = 1$ splitting, while for $n_0 < 41$ the splitting between the unperturbed $\ell_0 = 6$ and the $\ell_0 = 1$ states exceeds the external frequency, and here a one-photon transition is impossible.

The transition from frequencies $\omega$ which are small compared to $\Delta_{AB}$, to high 'scaled' frequencies, i.e. the transition from the low 'scaled' frequency regime (III) to the high 'scaled' frequency regimes of dynamical localization (II) and (I), can be extracted most clearly from the 'unscaled' representation in figure 5.4. It becomes clear from this plot that the apparent $n_0^2\omega$-dependence of the 'scaled' threshold in regime (III) as suggested in figure 5.2 is really a feature of the representation of the data in 'scaled' units, while in laboratory units the threshold indeed does depend on the principal quantum number $n_0$. In the low 'scaled' frequency regime, i.e. for principal quantum numbers $n_0 \leq 42$, there is a steep decrease of the laboratory value of the threshold amplitude with increasing $n_0$. This decrease changes abruptly at $n_0 = 42$ to a weaker fall-off of $F_{1050}$ with $n_0$. For larger $n_0$, the overall slope of the 'unscaled' alkali threshold does not change much, and finally, for $n_0 \geq 55$, also the (numerical and laboratory) hydrogen thresholds follow the alkali threshold, in agreement with the observations for regime (I) depicted above.

With the 'unscaled' representation of the data, we can now draw a connection between the different approaches for the understanding of the microwave ionization of alkali atoms as they were sketched in section 1.1.2. For this purpose we plotted also the functions (3.7$n_0^{-1}$), (3$n_0^{-1}$), and (90$n_0^{-1}$) in figure 5.4. While the function (90$n_0^{-1}$) is drawn as an approximate fit to our data (for $n_0 = 28, \ldots, 42$), the functions (3.7$n_0^{-1}$) - [46,53] and (3$n_0^{-1}$) [47,111,171] are the ionization thresholds proposed by the Virginia group as sketched in section 1.1.2.2. Since the difference between (90$n_0^{-1}$) and (3$n_0^{-1}$) is only small for $n_0 \approx 30$, it is unclear whether our results can be approximated by the Virginia thresholds, but it is consistent with figure 5.4 that a $n_0^2$ dependence is the limiting curve for the threshold limits in this regime. Hence, we can now verify the assumption of an $n_0^2\omega$ dependence of the alkali ionization thresholds, as proposed by the Virginia group. However, it is clear
Figure 5.4: 'Unscaled' representation of the data shown in figure 5.2, on a linear (above) and on a double-logarithmic plot (below). For large principal quantum numbers \( n_0 > 54 \), the ionization threshold of lithium (filled diamonds) roughly coincides with the hydrogen thresholds (stars: numerical results, and dashed line: experimental results [20]). These quantum numbers determine regime (I) in figure 5.2. Quantum numbers regime (II) is defined by quantum numbers \( n_0 = 42, \ldots, 54 \). Quantum numbers regime (III) is determined by \( n_0 < 42 \) determine the low 'scaled' frequency regime (III). Here the threshold follows a trend between \( 1/(3.7 \cdot n_0^3) \) (thin dashed line) and \( 1/(90 \cdot n_0) \) (full line). The dash-dotted line follows a law \( 1/(3 \cdot n_0^2) \). Both \( n_0^{-2} \) curves determine the ionization threshold proposed by the Virginia group [46, 53, 111, 171].

Figure 5.5: Shannon width of microwave driven lithium atoms, prepared in the initial states \( |n_0, \ell_0 = m_0 = 0 \rangle \), evaluated at \( F_{\text{sh}}(t = 327 \cdot 2\pi/\omega) \), for \( \omega/2\pi = 36 \text{ GHz} \). The width function \( W \) is plotted as a function of the principal quantum number of the atomic initial state \( n_0 \) (lower abscissa) and of the 'scaled' frequency \( n_0^{-3} \cdot \omega \) (abscissa on top). The frequency is chosen as in 5.2.

that such a dependence is only true in regime (III), i.e. for frequencies \( \omega \) smaller than the energy splitting between the atomic initial state and the next state accessible via a dipole transition, while for larger \( n_0 \) the atom shows the signature of dynamical localization as observed by the Munich group.

5.2.2 The Shannon width

Before presenting the results of our numerical experiment on rubidium atoms, we want to give account for another means to discriminate the dynamics in the low 'scaled' frequency regime (III) from the dynamics in the regimes (II) and (I) of dynamical localization. Following the considerations about the onset of the ionization process – i.e. the Virginia proposal (see section 1.1.2.2) leading to a \( n_0^{-3} \) dependence in regime (III), vs. ionization in the presence of dynamical localization in regimes (II) and (I) – the number of Floquet states involved in the dynamics should differ qualitatively in the different regimes. In regime (III), higher order multi-photon resonances induce a transport of the electronic population via some Landau-Zener transitions to higher lying quasi-energy states, which ionize at a much
weaker field amplitude (as can be seen in figure 5.4). In this regime there is only a small number of possible paths leading to ionization, and hence only a few states are involved in the ionization process. In the regimes (II) and (I) on the other hand, the external frequency can couple many atomic bound and continuum states quasi resonantly and hence the electronic density spreads over many Floquet states. Thus, we expect less states participating in the ionization process in regime (III) than in the regimes (I) and (II). As a measure for the number of states partaking in the ionization process, and to quantify the difference between ‘few’ and ‘many’ states more precisely, we calculated the Shannon width (2.61) at the 10% ionization threshold for each initial state. The result is shown in figure 5.5.

Although the ionization probability after 327 field cycles is the same for all states, the Shannon width varies strongly. In particular, we see a significant difference between regime (III) and the regimes (II) and (I) of dynamical localization. As explained above, in regime (III), the splitting between adjacent unperturbed (alkali) energy levels $\Delta_{\text{alk}}$ is larger than the photon energy $\omega$, which prevents an efficient coupling of many states, and the initial state extends over only a small number of atom-field eigenstates.\(^2\)

The transition from the low ‘scaled’ frequency regime to regime (II) is visible as a steep increase of the Shannon width as soon as the frequency exceeds $\Delta_{\text{alk}}$, i.e. exactly for $n_0 > 42$. It further exhibits local maxima around $n_0^2 \cdot \omega = 1$ and $n_0^2 \cdot \omega = 2$, where the frequency is in resonance with the splitting between adjacent hydrogen-like manifolds.

Although the Shannon width is in principle basis dependent, similar plots as figure 5.5 are also feasible in laboratory experiments that allow for measuring the final state distribution of the electronic population over the bound states. This can be done, for instance, in the recent experiments of the Virginia group [49]. These experiments should not only measure a difference in the slope of $n_0^2 \cdot \Delta_{\text{alk}}$ as a low (regime (III)) and the high (regime (II)) ‘scaled’ frequency regimes, but also a qualitative difference in the number of states over which the electronic density spreads after the interaction time $t$ at the field amplitude inducing ten percent ionization probability. Hence, a marked transition between the different regimes (i.e. from (III) to (II)) can immediately be measured not only by means of the ionization probability, but also by the final state distribution in state-of-the-art experiments.

5.2.3 Rubidium

Understanding the difference between the hydrogen and the lithium thresholds, we will now address the question whether the behavior of lithium atoms under external driving is generic for singly excited Rydberg atoms. The specific feature of lithium atoms is the presence of only one single large quantum defect for $\ell = 0$, while already the splitting between the $\ell = 1$ and the $\ell = 2$ states can be neglected compared to the splitting induced by an external field that produces an ionization probability of a few per cent. Moving downwards in the periodic table of the elements to the heavier alkali atoms, the number of non-vanishing quantum defects is increasing: In sodium atoms, the $\ell = 0$ and $\ell = 1$ quantum defects have to be considered as non-vanishing, whereas in potassium and rubidium there are already three ($\ell = 0, \ell = 1, \ell = 2$) non-vanishing quantum defects (see table 2.3.1). To study the influence of multiple quantum defects, we shall now employ rubidium ($n_0 = 0$) atoms, for which the signature of dynamical localization was already observed experimentally, with, however, strongly enhanced ionization rates as compared to atomic hydrogen [9, 42, 172].

For rubidium we performed two sets of numerical experiments: For the sake of comparison with the numerical (lithium and hydrogen) results presented above, in the first set we employed exactly the same parameters as already used for hydrogen and lithium, i.e. a laboratory frequency $\omega/2\pi = 36$ GHz, with principal quantum numbers $n_0 = 38, \ldots, 66$. In addition, we performed a simulation with the laboratory parameters used in the experiments on microwave driven rubidium atoms [42], more precisely with the frequency $\omega/2\pi = 8.87$ GHz, and principal quantum numbers in the range $n = 59, \ldots, 80$. The atom-field interaction time in both “experiments” (i.e. the 36 GHz and the 8.87 GHz simulation) was set to $t = 327 \cdot 2\pi/\omega\) and the angular momentum of the initial state was chosen as $f_0 = 0$ and $f_0 = 1$, respectively.

In figure 5.6 we display the results of both numerical experiments, the ‘scaled’ ionization threshold $n_0^2 \cdot F(t)$ as a function of the ‘scaled’ frequency $n_0^2 \cdot \omega$. The upper plot compares the data of all our numerical experiments performed at frequency $\omega/2\pi = 36$ GHz: the $f_0 = 0$ thresholds of hydrogen and lithium atoms, together with thresholds of $f_0 = 0$ and $f_0 = 1$ states of rubidium. In the lower plot, we compare the results of both rubidium simulations, at $\omega/2\pi = 36$ GHz and at $\omega/2\pi = 8.87$ GHz, respectively, covering essentially the same interval of ‘scaled’ frequencies.

On a first glance, the lithium and the rubidium curves in the upper plot look quite similar, i.e. also rubidium shows the separation in the three frequency regimes we are already familiar with:

(I) For frequencies $n_0^2 \cdot \omega > 0.8 \ldots 0.86$ – in regime (I), which is only partially covered by our numerical experiment on rubidium in the $\omega/2\pi = 36$ GHz.

\(^2\)This is in contrast to the laboratory experiments on rubidium [9,42] where an atom-field interaction time $t = 3.5$ ms was employed. However, such an interaction time corresponds to $t = 2 \cdot 10^{11}$ a.u., and, hence, to obtain reliable results for the ionization threshold, the error of the width $\Gamma_\ell$ has to be smaller than $\sim 10^{-16}$ a.u., which is beyond the accuracy of our numerical results (limited by finite precision arithmetic). To achieve such accuracy employing a higher precision in the code (i.e. a higher precision than double precision) would eventually help, however, this would also require much larger memory (which is a critical resource).
and which is not at all covered in the $\omega/2\pi = 8.87$ GHz simulation – the 'scaled' rubidium threshold follows the lithium and the hydrogen results, both qualitatively and quantitatively. In particular, we can also observe a local maximum close to the principal non-linear resonance in the classical phase space of the driven Coulomb system, more precisely at $n_0^2 \cdot \omega \approx 1.3$, corresponding to $n_0 = 62$. In contrast to the lithium and the hydrogen data, however, this maximum is less pronounced in the case of rubidium. We attribute this to the difference in the level structure of unperturbed rubidium and lithium (or hydrogen) atoms due to the additional non-vanishing quantum defects. These anticrossings in the spectrum of the driven atom that induce the local minimum at $n_0^2 \cdot \omega \approx 1.3$ become less important in the representation of the $\ell_0 = 0$, 1 initial states of rubidium atoms and we do only observe a less pronounced maximum in the 'scaled' rubidium threshold as compared to lithium or hydrogen.

(II) In regime (II) ($0.4 \lesssim n_0^2 \cdot \omega < 0.86$), the agreement between lithium and rubidium thresholds is qualitatively and quantitatively perfect for $\omega/2\pi = 36$ GHz (displayed in a), while there is a small deviation between the lithium ($\omega/2\pi = 36$ GHz) and the rubidium ($\omega/2\pi = 8.87$ GHz) data displayed in (b). i.e. the 8.87 GHz results show slightly lower thresholds. However, this does not imply that the hydrogenic scaling rules are not applicable in this regime. On the contrary, the perfect qualitative agreement of the 8.87 GHz and the 36 GHz data strongly supports the validity of the scaling rules for alkali atoms. Note that even for atomic hydrogen – where the scaling rules are applicable [31] – a similar deviation can be observed when laboratory results for $n_0 = 60$ are compared with numerical results for $n_0 \approx 23$ [33, 34]. This can be understood already from the statistical theory of dynamical localization [24], which introduces a 'scaled' delocalization border that depends not only on the 'scaled' frequency, but also on the principal quantum number $n_0$ [33], as it was already noted in section 1.1.1. Thus the delocalization border decreases for increasing $n_0$ (and fixed 'scaled' frequency), and therefore also the 'scaled' ionization threshold decreases for increasing $n_0$ in the regime of dynamical localization. Note that such effect can be attributed to the finite size of Planck's constant $\hbar$, as already mentioned earlier (see footnote on page 5).

(III) Finally, for low 'scaled' frequencies – in regime (III) – the 'scaled' threshold is nearly flat, i.e. essentially independent of the 'scaled' frequency. Again, the $\omega/2\pi = 36$ GHz rubidium data agree well with the lithium results. The $\omega/2\pi = 8.87$ GHz data, however, show the transition from (III) to (II) at a slightly lower 'scaled' frequency ($n_0^2 \cdot \omega \approx 0.37$ vs. $n_0^2 \cdot \omega \approx 0.42$), and as in regime (II) – exhibit slightly lower thresholds than the 36 GHz data.

Yet, a closer look to the transition from the low 'scaled' frequency (III) to the high 'scaled' frequency regime (II), together with the attempt to interpret the transition...
from regime (II) to regime (I), reveals some differences between the rubidium and the lithium thresholds.

5.2.3.1 Modifications of the transition from frequency regime (II) to (III) in the presence of multiple quantum defects

For a better identification of the different transitions between the frequency regimes (II) and (III), we present the data of figure 5.6 in ‘unscaled’ units (ionization thresholds vs. principal quantum number of the initial state) in figure 5.7. Again, the upper plot displays the $\omega/2\pi = 36$ GHz data for hydrogen, lithium, and rubidium $\ell_0 = 1$ states, and for rubidium $\ell_0 = 0$ states. The lower plot displays the $\omega/2\pi = 8.87$ GHz results for the rubidium $\ell_0 = 0$ and $\ell_0 = 1$ states.

As already observed in the last section, microwave driven lithium atoms show a relatively clear transition from regime (III) to (II) at $n_0 \approx 42$, from a dependence between $n_0^{-4}$ and $n_0^{-5}$ for $n_0$ below 42, to a manifestly smaller slope for $n_0 \approx 42$. For the $\ell_0=0$ and $\ell_0=1$ states of rubidium, on the other hand, we can also observe a dependence between $n_0^{-4}$ and $n_0^{-5}$ for low $n_0$. However, there is no abrupt change to a smaller slope at a precise value of $n_0$, but rather a smooth transition to regime (II) between $n_0 \approx 40$ and $n_0 \approx 60$. The same scenario is also observed in the 8.87 GHz rubidium data, where the $\ell_0 = 0$ and $\ell_0 = 1$ thresholds start to deviate from the approximate $n_0^{-4}$ or $n_0^{-5}$ dependence already at $n_0 \approx 65$, but much as the 36 GHz data - exhibit a rather smooth transition to a lithium-like $n_0$ dependence in regime (II), which is not reached before approximately $n_0 = 70$. This is in stark disagreement with the rules which we formulated in the discussion of our lithium results for the transition from regime (III) to (II), according to which the slope of the 36 GHz threshold should change at $n_0 \approx 47$, corresponding to $E_{n_0=47,\ell_0=1} - E_{n_0=47,\ell_0=0} \approx 2\pi \times 36$ GHz (while the transition in the 8.87 GHz data is expected at $n_0 = 70$, corresponding to $E_{n_0=70,\ell_0=1} - E_{n_0=70,\ell_0=0} \approx 2\pi \times 8.87$ GHz).

To understand the apparent deviation of the $n_0$-dependence of the rubidium thresholds with respect to the lithium behavior, we define the function

$$D_{\text{atom}}^{(n \to n+1)}(n) = \frac{1}{2n-\delta_{n,1,\text{atom}}} \frac{1}{2(n-1)},$$

where $\text{atom} = \text{Li, Na, K, Rb}$, and $n' = n \pm 1$.

It is clear that $D_{\text{atom}}^{(n \to n+1)}(n)$ expresses the energy difference between the unperturbed $\ell$ state and the closest unperturbed $\ell+1$ state (which potentially has the principal quantum number $n-1$, e.g. for the $\ell = 1 \to 2$ transition in rubidium, since the integer parts of the relevant quantum defects may differ by unity in the cases considered here, see table 2.3.1) normalized by the frequency $\omega$. In figure 5.8 we display the function (5.1) as a function of $n_0$ for lithium (a) and rubidium (b) and (c). Following the (lithium) rules for the transition from (III) to (II), $D_{\text{atom}}^{(n \to n+1)}(n_0) = 1$ should indicate the quantum number $n_0$ where the transition from regime (III) to (II) occurs. Comparison of figures 5.8(a) and 5.2 shows that this prediction fits well for

![Figure 5.7: Unscaled representation of the 10% ionization thresholds of figure 5.6. In the upper plot, the results on hydrogen (squares), lithium (small filled black diamonds), and rubidium $|n_0, \ell_0 = 0 \rangle$ states (filled grey circles), as well as on rubidium $|n_0, \ell_0 = 1 \rangle = m_\ell = 0 \rangle$ states (black x) are shown. All these results were obtained for $\omega/2\pi = 36$ GHz. In the lower plot, we display results on rubidium $|n_0, \ell_0 = 0 \rangle = m_\ell = 0 \rangle$ (filled grey diamonds) and $|n_0, \ell_0 = 1 \rangle = m_\ell = 0 \rangle$ states (black crosses) obtained for $\omega/2\pi = 8.87$ GHz. In both plots the full (dashed) lines have a slope $\sim n_0^{-4}$ ($\sim n_0^{-5}$).](image-url)
lithium, since \( D_{11}^{0+1} = 1 \) between \( n_0 = 40 \) and \( n_0 = 41 \) (in agreement with the transition occurring at this quantum number in figure 5.2).

For rubidium, however, the situation changes significantly, as we learn from figure 5.8 (b) and (c), where we plotted \( D_{20}^{102} \) for the transitions \( \ell_0 = 0 \rightarrow 1 \), \( \ell_0 = 1 \rightarrow 2 \), and \( \ell_0 = 2 \rightarrow 3 \) (for \( \omega / 2 \pi = 36 \text{ GHz} \) (b), and \( \omega / 2 \pi = 8.87 \text{ GHz} \) (c)). In (b) \( D_{20}^{102} \) intersects the function \( D = 1 \) close to \( n_0 = 47 \), giving rise to the assumption that in rubidium (initial angular momentum \( \ell_0 = 0 \)) the transition from (III) to (II) should take place at \( n_0 \approx 47 \). However, it is the transition \( \ell_0 = 1 \rightarrow 2 \) that plays the important role, since \( D_{10}^{102} = 1 \) between \( n_0 = 40 \) and \( n_0 = 41 \). At this quantum number we observe a deviation from the lithium-like trend in regime (III), i.e. this value defines the quantum number where the smooth transition to regime (II) starts. This indicates that the possibility to drive the transition \( \ell_0 = 1 \rightarrow 2 \) resonantly is already sufficient to change the character of the ionization process, even for the initial state \( |n_0, \ell_0 = 0, \ell_0 = 0 \rangle \), which a priori remains unaffected by this coupling. The reason for this deviation from the lithium rules is that the external field is strong enough to couple low angular momentum states already below threshold, thus leading to the importance of \( D_{10}^{102} \), \( D_{10}^{0} \).

\( D_{20}^{102} \) plays another role: it approximates the quantum number where the smooth transition from regime (III) to regime (II) is completed. In the specific case of the upper plot in figure 5.7, this is the quantum number \( n_0 \approx 46 \), for which we observe a lithium-like trend of the rubidium threshold (in agreement with \( D_{20}^{102} = 1 \) at \( n_0 \approx 47 \)). Since the low-angular momentum states are efficiently coupled already below threshold, the same arguments are valid for atomic initial states with \( \ell_0 = 1 \). Again, \( D_{10}^{102} = 1 \) marks the quantum number where the transition between regimes (II) and (II) starts, and \( D_{10}^{0} = 1 \) gives the quantum number which define the upper edge of the transition region.

We observe the same situation for the 8.87 GHz data in figure 5.8(c). Here, the transition from low to high 'scaled' frequencies approximately starts at \( n_0 = 65 \), in rough agreement with \( D_{10}^{102} = 1 \) at \( n_0 \approx 63 \), while the transition is completed at \( n_0 \approx 70 \), again in rough agreement with \( D_{10}^{0+1} = 1 \) at \( n_0 \approx 74 \).

5.3 Does the alkali ionization dynamics obey scaling rules?

In section 2.2, we noted that there are a priori no scaling rules for the dynamics of driven alkali atoms, as the size of the atomic core introduces a finite length scale. Only now, with the results of our numerical experiments on lithium, rubidium, and on hydrogen atoms, we can a posteriori assert that there are indeed scaling rules for the dynamics of periodically driven singly excited Rydberg atoms. These scaling rules, however, differ from the semi-empirical scaling rules proposed by the Munich group that were mentioned in the introduction. The picture suggested by our data is the following:

1. Regime (I): By virtue of (2.19) and (2.20), all alkali and hydrogen thresholds are mapped on each other, for frequencies \( \nu_0 \); \( \omega \gtrsim 0.86 \). Classical stabil-
ity islands of the driven two-body Coulomb problem even prevail in the alkali ionization dynamics, at $n^4 \cdot \omega \simeq 1.1, \ldots, 1.3$ (lithium, rubidium), and at $n^4 \cdot \omega \simeq 2.2$ (lithium). Consequently, the scaling property of the alkali thresholds in this frequency regime expresses the dominant role of the classical phase space structure of the hydrogen problem [108], eventually amended by core-induced scattering [173] between invariant tori of the Coulomb dynamics. The latter, however, can hardly be detected in the ionization yield or threshold which both are rather insensitive to details of the atomic excitation and ionization dynamics.

2. Regime (II): Whereas, in 'scaled' units defined by (2.19) and (2.20), all alkali thresholds coincide in this frequency window, there is a dramatic difference with respect to the scaled hydrogen thresholds, which nonetheless abide the same scaling rules. Since the latter results directly reflect the classical phase space structure, it obviously follows that the alkali thresholds do no longer mimic any characteristics of the classical Coulomb dynamics but rather are a pure consequence of the alkali quantum spectrum.

Scaling prevails since, notwithstanding, every sufficiently strong field with frequency larger than the relevant alkali energy splitting $\Delta_{\text{alk}}$ will induce strong atomic excitation, irrespective of the element-specific unperturbed level structure. Normalization of $\omega$ by $n^4$ additionally eliminates the local density of states.

3. Regime (III): Only for frequencies which are smaller than the element-specific $\Delta_{\text{alk}}$ does the scaling break down for non-hydrogenic alkali states. This is natural, since the value $\Delta_{\text{alk}}$ directly reflects the finite size of the atomic core (see our discussion in chapter 2.3), and defines the element-specific value of $n^4 \cdot \omega$ which separates regimes (III) and (II).

In the following section we shall discuss the laboratory results of the Virginia and of the Munich group in the context of our scaling rules formulated above. This sheds new light on many laboratory results which so far have not been explained satisfactorily. As we will see, the laboratory results are fully consistent with our own findings.

5.4 Laboratory experiments

We shall now compare the results of all numerical experiments with those obtained in the laboratory, on rubidium [9,42], lithium [48], and sodium [47]. As mentioned in the introduction, experiments on microwave driven non-hydrogenic states (where transitions to states with non-vanishing quantum defects are possible) of alkali atoms provoked the following observations and working hypotheses:

E1 Alkali atoms show enhanced ionization rates as compared to hydrogen [9,42, 47,48,53].

Figure 5.9: 'Unscaled' representation of laboratory experimental results on microwave driven lithium (open squares [48]), sodium (stars [47], and rubidium (triangles [42]), together with our numerical data on lithium (filled grey circles) and on rubidium (filled grey diamonds). The different experiments were performed at different frequencies and interaction times $t$: Li (experiment), $\omega/2\pi = 15 \text{GHz}$, $t = 1500 \cdot 2\pi/\omega$; Na (exp.): $\omega/2\pi = 8 \text{GHz}$, $t = 400 \cdot 2\pi/\omega$; Li (numerics): $\omega/2\pi = 36 \text{GHz}$, $t = 327 \cdot 2\pi/\omega$; Rb (num. and exp.): $\omega/2\pi = 8.87 \text{GHz}$, $t = 327 \cdot 2\pi/\omega$ (numerics), and $t = 4335 \cdot 2\pi/\omega$ (laboratory). The full (dashed) line has a slope $n_{\text{r}}^{-5} \left( \omega^2 \right)$.

E2 The ionization dynamics of alkali atoms differs quantitatively and qualitatively from the hydrogen dynamics [47,48,53].

E3 Employing semi-empirical scaling rules (which consist in normalizing the driving field frequency with respect to the next energy gaining dipole transition leaving the initial state) the scaled alkali ionization thresholds show qualitatively the same behavior as the scaled hydrogen thresholds [9,42].

On the basis of the insight we have gained with our numerical experiments on the ionization dynamics of microwave driven Rydberg states, we can now reformulate these statements. In particular, we can clarify the apparent contradiction between E2 and E3 above — and corroborate our predictions (based on numerical experiments) by means of experimentally measured ionization thresholds.
For this purpose, we display experimental results for the 10% thresholds of microwave driven lithium [48], sodium [47], and rubidium [42] atoms as a function of the principal quantum number n₀, together with our numerical results on lithium (ω/2π = 36 GHz) and the numerical 8.87 GHz data on rubidium in figure 5.9. To understand the similarities and differences between the different results shown in that figure, we shall now discuss the results of the different experimental groups in detail.

5.4.1 The Virginia experiments on lithium and sodium
The experiments on lithium [48] and sodium [47] were performed at rather low frequencies ω₁/2π = 15 GHz (for lithium), and ω₂/2π = 8 GHz (for sodium), and for relatively low-lying Rydberg states (n₂ = 19, . . . , 30, and n₄ = 16, . . . , 42, respectively). By virtue of (5.1), these frequencies correspond to a transition from regime (II) to regime (I) at n₀ ≈ 35 (lithium) and at n₀ ≈ 52 (sodium). Hence, both experiments were performed solely in regime (II), far below the transition to the regime of dynamical localization, and in figure 5.9 the experimental lithium and sodium thresholds cover only the low frequency regime. Thus, it is clear that, on the one hand, lower thresholds than those of atomic hydrogen (which follows the classical predictions in this regime) were measured (1), and, on the other hand, a qualitatively distinct behavior of the lithium and sodium ionization dynamics from that of atomic hydrogen was observed (2).

As discussed in [47, 48], and as evident from figure 5.9, the thresholds of both experiments exhibit a dependence F₁₀₉ ≈ (n₀)⁻¹, which was also the limiting curve of our lithium and rubidium results for low quantum numbers (see section 5.2.1 and 5.2.3). The choice of the parameters in [47, 48] also explains why the data obtained in these experiments follow the n₀⁻¹ behavior much more nearly than our numerical data (as apparent from figure 5.9); the reason is that these experiments were performed much closer to the limit of quasistatic fields, i.e. the employed quantum numbers correspond to n₂ = 0.018, . . . , 0.06, and n₄ = 0.015, . . . , 0.09, respectively, while our numerical experiment was performed at n₂ = 0.02, . . . , 1.16. This low ('scaled') frequency interval was also covered by our numerical 8.87 GHz experiments on rubidium for which we employed exactly the same parameters, apart from a shorter atom-field interaction time t = 337·2π/ω as compared to the laboratory value t = 4335·2π/ω. Consequently, the results of the rubidium experiments show the same features as we already observed in our simulation: For low principal quantum numbers, n₀ < 65, the laboratory thresholds show a dependence close to n₀⁻¹. However, as in our numerical results, this law remains an approximation, since relatively large quantum numbers n₀ and hence, larger 'scaled' frequencies than in the Virginia experiments were employed.

Since rubidium atoms exhibit multiple non-vanishing quantum defects, the transition from regime (III) with F₁₀₉ ~ n₀⁻¹ to regime (II) — where the decrease of F₁₀₉ with n₀ is slower — does not occur abruptly. On the contrary, the laboratory experiments observe a smooth transition between n₀ ≈ 65 and n₀ ≈ 70, i.e., exactly in the range where we observe the transition in our simulation. However, the absolute values of laboratory and numerical thresholds do not agree, what we attribute to the difference in the atom-field interaction time (as noted earlier, the extremely long laboratory interaction time t = 8 μs = 44335·2π/ω cannot be simulated for ω/2π = 8.87 GHz, within our numerical set-up with fine precision arithmetic).

In figure 5.10 we display the laboratory results on rubidium [42], together with our numerical (rubidium) thresholds and the numerical and laboratory results on atomic hydrogen [20], in 'scaled' variables. This comparison clearly demonstrates that these early experimental results [9, 42] already provided strong evidence in favor of our prediction of a separation of the alkali ionization dynamics in three different frequency regimes, with:

(I) the hydrogenic regime (I) of dynamical localization, where the ionization dynamics follows the ionization process of atomic hydrogen;

(II) the non-hydrogenic regime (II) of dynamical localization, where the scaled threshold for microwave driven alkali atoms increases with increasing scaled frequency, while it decreases for atomic hydrogen;

(III) and finally regime (III), where the 'scaled' alkali threshold only weakly depends on the 'scaled' frequency, or slightly increases with decreasing n₀⁻¹·ω.

The immediate interpretation of these laboratory data [9, 42] was based on the hypothesis that the (element-specific) characteristic level splitting between the non-hydrogenic alkali initial states and the adjacent Rydberg level (see equation (5.1)) was the relevant frequency scale in the alkali ionization process, and that the hydrogen level splitting (associated with the classical Kepler frequency) did not retain any relevance for the physical process at hand. Consequently, it was only natural to redefine ω₀ by normalizing the driving field frequency with respect to the alkali transition (see E5 above) rather than to n₀⁻¹. Obviously, this very initial hypothesis precludes the distinction between regimes (I) and (II) identified by our numerical data, and could not provide any satisfactory explanation of the apparent quantitative differences between alkali and hydrogenic thresholds. Given the manifestly distinct interaction times in rubidium and hydrogen experiments and the resulting (though, as we shall see, secondary) temporal decrease of the threshold field, it was probably hopeless to develop a consistent picture of the ionization process which
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Yet our novel understanding of the microwave ionization process sheds new light on another puzzling experimental observation of the Munich group. In the experiment [9], rubidium atoms with principal quantum numbers $n_0 = 55, \ldots, 99$ were exposed to a microwave field with frequency $\omega/2\pi = 12.6$ GHz. The experimentally measured 'scaled' ionization threshold showed a local maximum close to $n_0 = 89$ (see figure 5 (b) in reference [9]). According to the incorrect 'scaling' rules, this maximum was attributed to a 'scaled' frequency $\omega/\sqrt{(\Delta(E(n_0, E_0 - 1, t = -1)))} \approx 4$. However, since the results did not show any local maxima for lower frequencies (in particular there were no extrema at 'scaled' frequencies $\omega_0 \approx 1, \omega_0 \approx 2$, or $\omega_0 \approx 3$) the origin of the mysterious maximum at $\omega_0 \approx 4$ seemed to be inexplicable. Now, understanding how to scale the alkali dynamics, we can elucidate the origin of the maximum. Employing the hydrogenic scaling rules (2.19) the quantum number $n = 89$ corresponds to the 'scaled' frequency $n_0^3 \cdot \omega \approx 1.3$. Hence, the prominent structure of this experiment can be attributed to the principal non-linear resonance in the classical phase space of the driven two-body Coulomb system. Precisely as already observed in figure 5.2 at $n_0^3 \cdot \omega \approx 1.1$ for lithium, and in figure 5.6 at $n_0^3 \cdot \omega \approx 1.3$ for rubidium ($\omega/2\pi = 36$ GHz), this remnant of the regular island in the classically chaotic phase space of periodically driven atomic hydrogen, prevails in the presence of a non-hydrogenic core. However, in the experimental results, the maximum appeared much more pronounced than in our simulation on rubidium atoms. This can most probably be attributed to the finite switching time of the experiment (approximately 70 microwave oscillations), in contrast to the sudden switching of the field assumed in our simulation.

Let us finish this section by noting that the existence of the maximum at the 'scaled' frequency $n_0^3 \cdot \omega \approx 1.3$ in the experimentally measured rubidium thresholds is a further evidence for the validity of the scaling rules in regimes (II) and (I).

5.5.1 Time dependence of $n_0^3 \cdot F(10\%)(t)$ vs. $n_0^3 \cdot \omega$

In a comparison of our numerical (8.87 GHz) ionization threshold values for the microwave ionization of rubidium Rydberg states with the results obtained in the laboratory [9], we observe a discrepancy by a factor of approximately $1.6 \ldots 2.1$, together with a smaller slope of $n_0^3 \cdot F_10\%(t)$ as a function of $n_0^3 \cdot \omega$, in the laboratory results. As both the laboratory and the numerical experiments were performed with exactly the same frequency and the same quantum numbers of the initial states, we attribute this difference to the different interaction times, which were approximately 135 times longer in the laboratory than in the numerical experiment.

To study the time dependence of the 10% ionization threshold in more detail, we plotted the scaled threshold of microwave driven lithium atoms ($\omega/2\pi = 36$ GHz) as a function of the scaled frequency in figure 5.11, for different interaction times ranging from $t = 128 \cdot 2\pi/\omega$ to $t = 12795 \cdot 2\pi/\omega$. The result resembles the obser-
vations we made in the comparison of the numerical and the laboratory rubidium results:

Although we varied the interaction time by a factor 100, the ionization thresholds only differ by a factor 1.2 . . . 1.7. The global structure of $n_1^2 : \bar{F}_{10\%}$ vs. $n_0^2 : \omega$ is not affected by the different interaction times, the main effect of the longer interaction time is a smaller slope in regimes (I) and (II), and lower thresholds in regime (III). Some of the local structures in the curve, however, do change with a variation of the interaction time, much as we already observed in the temporal evolution of the ionization yield $P_{10\%}$ vs. $n_0$ (or $P_{10\%}$ vs. $\bar{F}$) in section 4.3. The most prominent among these changes in figure 5.11 is the change of the position of the local maximum close to the principal resonance, from $n_2^2 : \omega \approx 1.12$ for $t = 128 \cdot 2\pi / \omega$ to $n_2^2 : \omega \approx 1.24$ for $t = 12795 \cdot 2\pi / \omega$. As noted in section 4.3, the reason for such changes in the local structures lies in the complicated sum that defines the ionization probability, which provides for an interplay of various Floquet states with different weights $\omega_j$ and widths $\Gamma_j$ on different time scales. This leads to a distinct time evolution of the ionization yield of different initial states (see section 4.3), and also to a distinct evolution of their ionization thresholds.

As expected, the situation does not change significantly if we perform the nu-
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we can now ponder this assertion, by studying the time dependence of the ionization threshold in the absence of noise. For this purpose, we display in figure 5.13 the 10% ionization threshold as a function of the interaction time, for seven initial states of lithium, exposed to a \( \omega/2\pi = 36 \text{ GHz} \) field. In all seven cases we observe an approximative algebraic dependence \( F_{10\%}(t) \sim t^{-\gamma} \), over the whole range of the interaction time, with the following exponents \( \gamma \):

\[
\begin{array}{cccc}
\eta_0 & 37 & 40 & 53 \\
\gamma & 0.059 & 0.05 & 0.074 & 0.133 & 0.07 & 0.069 & 0.11 \\
\end{array}
\]

Additionally for the states with \( \eta_0 = 61 \) and \( \eta_0 = 69 \) we observe a change of \( \gamma \) at a specific value of the interaction time. After \( t = 5 \cdot 10^3 \text{ a.u.} \ (t \approx 10^{10} \text{ a.u.}) \), the decay of the state \( \eta_0 = 61, \eta_0 = 69 (m_0 = 0) \) changes to a slower (faster) algebraic decay with \( \gamma \approx 0.0134 \ (\gamma \approx 0.3) \). While these results for \( \gamma \) are in perfect agreement with the numerical studies on hydrogen [38], they slightly deviate from the experimentally measured values of [42]. Since we experienced similar results for \( \gamma \) in studies on microwave driven rubidium atoms (with the same frequency \( \omega/2\pi = 36 \text{ GHz} \) different from the frequency \( \omega/2\pi = 8.87 \text{ GHz} \) used in the experiment [42]), we do not assume that the larger value of \( \gamma \) is a result of the additional quantum defects of rubidium as compared to lithium.

A possible reason for a larger \( \gamma \) might be the initial conditions chosen in [42], i.e. the lower frequency and the larger principal quantum numbers of the initial atomic states. Employing higher \( \eta_0 \) but the same 'scaled' frequency may result in a difference in the time dependence of the ionization threshold (i.e. a higher \( \eta_0 \) causes a different distribution of the weights \( \omega \)). However, such distinct time evolution for different \( \eta_0 \) need not be caused by the use of alkali atoms instead of atomic hydrogen. We rather attribute it to the fact that the semiclassical limit consists in taking \( h \to 0 \) (i.e. \( \eta_0 \to \infty \)) and \( t \to \infty \) which, in general, do not commute [105]. Therefore, it is not surprising that the time evolution of the ionization threshold changes when proceeding to higher excited states.

We expect an even better agreement of our numerical values \( \gamma \) with the laboratory values, if we would employ the frequency 8.87 GHz also in the numerical experiment (which is – as already noted before – computationally only feasible with a larger memory). Furthermore, the finite switching time of the laboratory set-up might also provide for different values of \( \gamma \), as compared to the flat pulse model of our calculations.

Given the qualitatively good agreement of the time dependence of our numerically obtained ionization threshold with the laboratory threshold [42] (as well as with the numerical studies in [38]), we can conclude that the aforementioned assumption of [174] is wrong. More precisely, we can confirm that an algebraic time dependence of the ionization threshold – as it was measured in [42] – is not caused by the presence of noise in the experimental set-up, but by the field-induced interaction of the atomic bound states with the continuum (which was omitted in [174]).
Chapter 6

Time dependence of the ionization yield

In the previous chapter we studied the ten percent ionization threshold as a measure for the onset of the ionization process. Studying the time dependence of the threshold we recognized that a change of the interaction time plays only a secondary role for the onset of ionization (see figure 5.11). This manifests in a weak algebraic decay $I_{10\%} \sim t^{-\gamma}$ with an exponent $\gamma = 0.06, \ldots, 0.13$ (see figure 5.13). Also in chapter 4.2 did we already vary the interaction time by a factor 40 (respectively 117) and observed a change in the local structure of the ionization probability $P_{\text{ion}}(t)$ as a function of the field amplitude $F$ (respectively $n_0$) displayed in figure 4.6 (figure 4.7), albeit the global trend of $P_{\text{ion}}(t)$ vs. $F$ ($n_0$) did not change much. There, we attributed this change to the complicated weighted sum defining the ionization probability given by (2.58).

In the present chapter, we shall study the temporal decay of our system in more detail, i.e., also for situations that lead to a larger ionization probability than studied up to now. This discussion will make direct contact with a vivid ongoing debate (which motivated this chapter), while it is intimately connected with our investigations above. However, whereas the various aspects of dynamical localization in real atomic systems enjoy renewed interest only recently [49,108,175,176] – possibly since rigorous theoretical treatments beyond one-dimensional model systems, including predictions of interesting novel phenomena have become available only during the last couple of years – there is a considerable activity concentrating on the temporal decay of chaotic quantum systems in a broad community ranging from chemical physics [177] to mesoscopic [75], optical [178] and nuclear [179] physics. Once again, a large part of these studies is devoted to simple model systems which often suggest universal laws. As we shall see, realistic physical systems such as strongly driven atoms tend to be too complex to feature universality.
6.1 Algebraic decay of the survival probability

It is known that in classical systems which exhibit completely chaotic dynamics the probability that a trajectory remains inside a given phase space region decays quite fast, namely exponentially as $P_{\text{surv}}(t) \sim e^{-\gamma t}$ [68, 177]. Typical Hamiltonian systems, however, are neither completely chaotic nor completely integrable, but they exhibit a mixed phase space structure where regular and chaotic regions coexist [18, 30, 31, 180]. In such situations the hierarchical structure of phase space causes a particle's trajectory to be trapped inside a given phase space region much longer, leading to a slower decay than in the fully chaotic case. As already mentioned in the introduction, in this case the probability to stay inside such a region decays algebraically $P_{\text{surv}}(t) \sim t^{-z}$ [69–72].

Here, we are interested in the implications of such a (classically chaotic) phase space structure on the quantum mechanical survival probability, or, differently said, on the time dependence of the survival probability of a decaying, open quantum system that exhibits complex dynamics (with or without a classical (i.e., chaotic) counterpart). As we have seen in the preceding chapters of this thesis, an example of such a system is provided by strongly driven alkali Rydberg states.

Due to its importance in the following discussion, we remind the reader of the definition of the survival probability (2.57), and rewrite its definition here, in a slightly modified form:

$$P_{\text{surv}}(t) = \sum_j w_j \exp(-\Gamma_j t).$$

The $w_j$ now define the weight of the atom-field eigenstate with the quasi-energy $\varepsilon_j$ (and the corresponding width $\Gamma_j$), when projected on the given atomic initial state. With increasing number of non-vanishing weights $w_j$ together with a broader distribution of the widths $\Gamma_j$ – in other words with increasing strength of the perturbation induced by the microwave field – the sum (6.1) generates a complicated time dependence of the survival probability. If the distribution of the widths $\Gamma_j$ is sufficiently dense, the sum in (6.1) can be transformed into an integral, leading to

$$P_{\text{surv}}(t) \approx \int_0^\infty w(\Gamma) \exp(-\Gamma t) d\Gamma.$$  

(6.2)

Starting from an equation like (6.2), several groups derived different proposals for the decay of a complex quantum system. To deduce the explicit functional form of the decay law from (6.2), one needs to know the distribution of the weights $w_j$ and of the widths $\Gamma_j$ of the resonances, which possibly should be condensed in a function $w(\Gamma)$. In derivations of decay laws $P_{\text{surv}}(t) \sim t^{-z}$ with constant decay exponents $z$, it is typically assumed that the widths are proportional to the weights, i.e., $w_j \sim \Gamma_j$ [78, 81, 82]. Furthermore, a certain distribution of the resonances has to be assumed [81, 82] to solve the integral in (6.2).

Decay exponents larger than one were obtained by employing general expressions describing the distribution of resonance widths for open chaotic systems. With the help of the Porter-Thomas distribution [181] for a system with one decay channel, the exponent $z = 3/2$ [82] was found. Recently, a distribution of the widths $\Gamma$ for systems with multiple decay channels was derived in [182]. Employing this distribution the decay law $t^{-z}$ [183] (with $z$ the number of decay channels) was found. In [183] this $t^{-z}$ law was tested by simulating a Bloch particle in the presence of static and time-periodic forces. This realistic physical situation (i.e., a Bloch particle) showed an algebraic decay, the decay exponent, however, deviates from the theoretical predictions, what remained unexplained in [183].

For systems exhibiting Anderson localization, on the other hand, the distribution of the resonance widths [184, 185] differs from the distribution used in the above derivation of $z = 3/2$ or $z = M$ quoted above. Thus, the emergence of Anderson (or dynamical) localization obviously also has implications on the time dependence of the survival probability, and we cannot assume that the decay exponents $z = 3/2$ or $z = M$ are valid for our system.

For highly excited atomic systems with a completely chaotic classical counterpart, in [83] a smaller decay exponent was found, by using general scaling rules for Rydberg state matrix elements. Employing such rules, it is expected that $\Gamma_n \sim n^{-3/2}$ holds. With this relations a decay $t^{-2/3}$ is obtained, what was also observed in (classical) simulations on doubly excited helium atoms [83].

Arguing that the widths are distributed according to $1/\Gamma^3$ [81] one obtains a decay exponent $z = -1$. The same value is derived with the argument that the relation $\Gamma_n \sim n^{-3/2}$ is valid. However, $\Gamma_n \approx D/2$ (the localization length) holds [78]. The decay $t^{-1}$ obtained by these groups is advertised to be a universal law for systems with a mixed regular-chaotic classical counterpart that exhibit localization, as realized by periodically driven Rydberg atoms. Accordingly, it was tested on the quantum version of the standard map [78, 81], and on a refined version of this map ("quantum Kepler map") describing a simplified model of microwave driven atomic hydrogen [85], as well as on a one-dimensional model of microwave-driven hydrogen atoms [85] (employing absorbing boundary conditions), and found to describe the temporal decay with $z = 1$ perfectly well, in the employed parameter range.\(^{10}\)

However, the larger part of the studies on the survival probability (or on similar functions like the dwell time distribution [84]) were either performed using simplified model systems, or the property that the system is open is rather crudely modeled by the use of absorbing boundary conditions [78, 81, 85], instead of treating the continuum coupling through some sort of "leads" rigorously. The system we are studying, on the contrary, directly reproduces experimentally acces-\(^{10}\)

Note that also calculations on a three-dimensional model of microwave driven hydrogen atoms are reported in [85]. However, the three-dimensional results are only compared with the one-dimensional results (when the one-dimensional results roughly agree), while the algebraic decay (of the quantum Kepler map and the one-dimensional model) is observed for $t < 2 \cdot 10^6 \cdot 2 \pi/\omega$. Thus, the results of [85] do provide no evidence, that also the three-dimensional atom follows the $t^{-3}$ dependence for long times, i.e., for $t > 2 \cdot 10^6 \cdot 2 \pi/\omega$.\(^{10}\)
sible situations (where an algebraic decay was already found [86]). Furthermore, employing complex dilation together with the Sturmian basis, the continuum coupling is treated exactly in our theoretical/numerical approach.

With our set-up we can easily change the atomic species, and hence 'switch' our system from a system with a classical counterpart (i.e., periodically driven hydrogen atoms employing vanishing quantum defects for all angular momenta) to a pure quantum system as it is given by alkali atoms due to the scattering of the the electron off a non-hydrogenic atomic core [58]. Hence, our approach is ideally suited to study the decay of the survival probability of an open quantum system exhibiting complex dynamics (with or without a classical, possibly chaotic counterpart) and thus, to test the existence of possibly universal algebraic decay laws.

In the following section, we shall start our investigation of the time evolution of the survival probability on lithium atoms. Afterwards, we will also deal with rubidium and atomic hydrogen.

6.2 Microwave driven Rydberg states as an open quantum system

6.2.1 Lithium

Before dealing with parameters that lead to an algebraic decay of the survival probability, in the following section we present results for a weak driving field, where no algebraic decay is found.

6.2.1.1 Mono-exponential decay for weak driving

If the amplitude of the field is small, and the system close to the perturbative regime, the main contribution to the sum in (6.1) stems from the adiabatic continuation of the unperturbed atomic initial state. There the survival probability is essentially given by a mono-exponential function of the interaction time.\(^{[2]}\) This situation is displayed in figure 6.1, where the survival probability is plotted for lithium atoms initially prepared in the state \(|n_0 = 54, \ell_0 = n_0 = 0\rangle\), exposed to a microwave field of amplitude \(F = 1.5 \cdot 10^{-9}\) a.u. and frequency \(\omega/2\pi = 36\) GHz (\(n_3^1 = F = 0.013, n_3^2 = \omega = 0.861\)). The external field doesn't induce a large ionization probability (even for interaction times \(t = 5 \cdot 10^{-12}\) a.u. \(\approx 4.3 \cdot 10^6 2\pi/\omega\) the ionization probability only amounts to 13%), and the survival probability is close to a mono-exponential function of the interaction time \(t\).

\(^{[2]}\) Of course, this mono-exponential decay is not at all related to the exponential decay of classical systems exhibiting a completely chaotic phase space. On the contrary, in this case the exponential decay can be ascribed to the representation of the initial state by (nearly) one single atom-field eigenstate, as the quantum mechanical implication of the symmetries of the unperturbed system being (almost completely) conserved.

![Figure 6.1: Time dependence of the survival probability of lithium \(|n_0 = 54, \ell_0 = n_0 = 0\rangle\) states exposed to a microwave field of amplitude \(F = 1.5 \cdot 10^{-9}\) a.u. and frequency \(\omega/2\pi = 36\) GHz (\(n_3^1 = F = 0.013, n_3^2 = \omega = 0.861\)). The external field doesn't induce a large ionization probability (even for interaction times \(t = 5 \cdot 10^{-12}\) a.u. \(\approx 4.3 \cdot 10^6 2\pi/\omega\) the ionization probability only amounts to 13%), and the survival probability is close to a mono-exponential function of the interaction time \(t\).](image)
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Figure 6.2: Ionization rates $\Gamma_j$ and corresponding weights $w_j$ of the atom-field eigenstates $\psi_j$ when projected on the initial state $|n_0 = 54, \ell_0 = m_0 = 0\rangle$ (upper plot), and $|n_0 = 80, \ell_0 = m_0 = 0\rangle$ (lower plot), in a Floquet zone of width $\omega$ (only the states with a weight $w_j > 10^{-8}$ are shown). Microwave field amplitudes $F = 1.5 \cdot 10^{-9}$ a.u. ($n_0^3$: $F = 0.013$, upper plot), and $F = 3.1 \cdot 10^{-8}$ a.u. ($n_0^3$: $F = 0.127$, lower plot), at frequency $\omega/2\pi = 36$ GHz ($n_0^3$: $\omega = 0.36$, and $2.8$, respectively). These are the raw data which generate the time dependence of the survival probability depicted in figures 6.1 and 6.3 (black dash-dotted curve), respectively.
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Figure 6.3: Time dependence of the survival probability of microwave driven lithium atoms, for five different initial states exposed to the same field of amplitude $F = 3.1 \cdot 10^{-8}$ a.u. and frequency $\omega/2\pi = 36$ GHz. Clearly, this amplitude causes a more complicated time dependence of the survival probability (for all five initial conditions) than the one observed in figure 6.1. The dark dotted curve shows the decay of $|n_0 = 50, \ell_0 = m_0 = 0\rangle$ ($n_0^3$: $F = 0.019$, $n_0^3$: $\omega = 0.68$, close to the 10% threshold $n_0^3$: $F_{10\%}(t = 327 \cdot 2\pi/\omega) = 0.02$, see figure 6.2) which is neither exponential nor algebraic. In the other four cases (all with initial states $|n_0, \ell_0 = m_0 = 0\rangle$) an algebraic decay $P_{\text{surv}} \sim t^{-\gamma}$ can be observed over several decades of the interaction time $t$: the grey dashed line ($\gamma \approx 0.98$) represents the initial state $|n_0 = 68, \ell_0 = m_0 = 0\rangle$ ($n_0^3$: $F = 0.07$, $n_0^3$: $\omega = 1.72$, $n_0^3$: $F_{10\%}(t = 327 \cdot 2\pi/\omega) = 0.047$), the black dashed line ($\gamma \approx 1$) shows the initial state $|n_0 = 74, \ell_0 = m_0 = 0\rangle$ ($n_0^3$: $F = 0.09$, $n_0^3$: $\omega = 2.22$, $n_0^3$: $F_{10\%}(t = 327 \cdot 2\pi/\omega) = 0.06$), the grey dotted line ($\gamma \approx 1.4$) shows the initial state $|n_0 = 78, \ell_0 = m_0 = 0\rangle$ ($n_0^3$: $F = 0.11$, $n_0^3$: $\omega = 2.6$, $n_0^3$: $F_{10\%}(t = 327 \cdot 2\pi/\omega) = 0.052$), and the black dash-dotted line ($\gamma \approx 1.5$) presents the initial state $|n_0 = 80, \ell_0 = m_0 = 0\rangle$ ($n_0^3$: $F = 0.127$, $n_0^3$: $\omega = 2.8$, $n_0^3$: $F_{10\%}(t = 327 \cdot 2\pi/\omega) = 0.054$). Comparison of the 'scaled' field amplitudes with the 'scaled' ionization thresholds shows that, apart from the initial state $|n_0 = 50\rangle$, all curves are obtained in the 'delocalized' regime, i.e., at field amplitudes above the ionization threshold.
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field-free initial atomic state, but also the weights and the widths show a broad distribution over approximately four orders of magnitude. While in the above (nearly perturbative) case the Shanon width of the initial state was given by \( W = 12.4 \), in this case there are 19 atom-field eigenstates with a weight \( w_j > 1\% \) that sum up to only 30\%. In addition, there are many states with a smaller weight \( w_j \) leading to a large Shannon width \( W = 285 \). Thus, the ‘scaled’ field amplitude \( n_E - F = 0.137 \) (compared to \( n_0 - F_{\text{HF}} = 127 \cdot 2\pi/\omega = 0.054 \), see figure 5.2) is clearly large enough to induce an efficient coupling of a large number of bound or continuum states to the initial atomic state. And indeed, this leads to an algebraic decay of the survival probability, displayed in figure 6.3. As already observed in numerical experiments on atomic hydrogen and in laboratory experiments on rubidium atoms [86], the survival probability starts to decay neither exponentially nor algebraically, and after approximately \( t = 10^6 \) a.u. (\( \approx 870 \cdot 2\pi/\omega \)) we observe an algebraic decay according to \( P_{\text{surv}} \sim t^{-4.5} \). The decay follows this dependence over three decades of the interaction time, i.e. up to \( t \approx 10^{12} \) a.u. \( \approx 870000 \cdot 2\pi/\omega \). For longer times, the atom-field eigenstates with widths \( \Gamma_j \approx 10^{-11} \) already decayed, and the sum (2.57) is dominated by only a few states with even smaller widths \( \Gamma_j \) which contribute significantly (\( \approx \) with a weight \( w_j > 1/3 \)) to the representation of the initial state under external driving. This is in agreement with figure 6.2, which shows seven states with \( \Gamma_j < 10^{-11} \) a.u. as the states which contribute to \( n_0 = 80, \Gamma_j = 0 \) with the smallest width \( \Gamma_j \).

In figure 6.3 we furthermore display survival probabilities of \( (\Gamma_j = n_0 = 0) \) initial states with principal quantum numbers \( n_0 = 78, 74, 68, \) and 50, exposed to the same microwave field with amplitude \( F = 3.1 \cdot 10^{-19} \) a.u. As for the case \( n_0 = 80, \) the initial states \( n_0 = 78 \) (Shannon width \( W = 313 \)), \( n_0 = 74 \) (\( W = 253 \)) and \( n_0 = 68 \) (\( W = 277 \)) exhibit algebraic decay after approximately \( t \approx 10^6 \). \( \cdots 10^9 \) a.u., over approximately three decades of the interaction time \( t \). The decay exponents are close to \( z = 1 \) in the cases \( n_0 = 68 \) (\( z \approx 0.98 \)) and \( n_0 = 74 \) (\( z \approx 1 \)), whilst larger for \( n_0 = 78 \) (\( z \approx 1.4 \)). For the initial state \( n_0 = 50 \) (\( W = 88 \)), on the other hand, the field does not induce a clear algebraic decay. At least on time scales \( t < 5 \cdot 10^4 \) a.u., only a decay which is neither exponential nor algebraic can be observed.

From our inspection of the survival probability, in particular of the states with \( n_0 = 78 \) and \( n_0 = 74 \) in figure 6.3, the emergence of an algebraic decay becomes clear. On different time scales, different atom-field eigenstates with different weights and widths dominate the ionization process described by (6.1). This leads to bumps in the survival probability vs. time in this double-logarithmic plot. If several bumps succeed on successive time scales (or in other words, if the weights \( w_j \) and widths \( \Gamma_j \) are uniformly distributed over several orders of magnitude as in the lower plot of figure 6.2), this leads to an approximate algebraic decay over several decades of the interaction time [86].15

15Note that for a clean algebraic decay it is crucial that the widths are not only distributed over several orders of magnitude, but that, furthermore, the widths are sufficiently dense. This is needed

6.2 Microwave driven Rydberg states as an open quantum system

The time dependence of the survival probability we observed in figure 6.3, i.e. an algebraic decay for \( F > F_{\text{HF}} \), in contrast to previous predictions \( z = 2/3 \) in [83] and \( z = 1 \) in [78, 85]. It was argued that (classical) electrons are excited into extremely highly excited Kepler orbits, whose excitation times are longer than the microwave pulse duration. If the external perturbation (field amplitude) is strong enough that the classical dynamics of the system (i.e. the classical dynamics of the highly excited electronic trajectory) is fully chaotic, it is the population of such decay \( \sim t^{-2/3} \). Consequently, such decay can only be expected if the set-up allows Rydberg states whose (unperturbed) Kepler period exceeds \( \pi \) is of the order of the microwave pulse length. For interaction times \( t \approx 10^3 \cdot 2\pi/\omega \) (this is roughly the population of states \( n_0 \approx 1000 \) (see the scaling rules (2.18)). However, our continuum threshold \( n_{\text{max}} \approx 10^4 \) (due to finite memory), as explained in section 2.4. The chosen cutoff is sufficient to represent experimental results (see chapter 5), which are obtained at too long interaction times, but (as state-of-the-art) laboratory experiments that introduce effective continuum thresholds \( n_{\text{max}} \approx 10^4 \) inappropriate to describe such extremely highly excited states. Thus, our present set-up is not suitable to check the predictions of [83] for the long-time behavior.

The population of (78, 85), on the other hand, does not require the population of such extremely high lying Rydberg states. Following [78, 85], the decay \( P_{\text{surv}} \sim t^{-4/3} \) should be reached after the Heisenberg time, up to which the quantum system is driven by the inverse of the mean level spacing – somehow unclear for microwave driven alkali states, as the quasi-energy spectrum consists in principle of resonances embedded in the continuum. But assuming that the mean level spacing \( \Delta_{\text{mean}} \) is given by the width of a Focket zone (into which the spectrum is initial state (measured by the Shannon width), we obtain the following approximate expression for the mean level spacing:

\[
\Delta_{\text{mean}} \approx \frac{\omega}{W(F, n_0, \omega)} \quad (6.3)
\]

For the states displayed in figure 6.3, this leads to a Heisenberg time between \( t_{\text{HF}} \approx 5.7 \cdot 10^4 \) a.u. and \( t_{\text{HF}} \approx 1.6 \cdot 10^5 \) a.u. Thus the Heisenberg time should definitely be reached at the largest times \( t \approx 5 \cdot 10^{12} \) a.u. displayed in figure 6.3 (which corresponds to an energy splitting \( 2 \cdot 10^{-14} \) a.u. \( \approx \omega/2.5 \cdot 10^7 \)). Another requirement for the appearance of the decay rate \( z = 1 \) is that the field parameters for the transition from the sum (6.1) to the integral (6.2).
are chosen in the delocalized regime [24, 85] (where the field is strong enough to ionize the atom that exhibits dynamical localization, see section 1.1.1). Employing both, the estimate for the localization border introduced in [24] or the numerically obtained ionization border at \( t = 327 \cdot 2\pi/\omega \) (see section 5.2.1), apart from the initial state \( n_0 = 50 \), all states in figure 6.3 are in the delocalized regime, and hence all the prerequisites for the appearance of the ‘universal’ decay \( \sim t^{-1} \) are fulfilled for the states \( n_0 = 68, 74, 76, \) and 80. Yet, only the examples closer to the localized regime, i.e., the states \( n_0 = 68, F \approx 0.07 \) vs. \( n_3, F_{\text{Fock}} \approx 0.047 \) and \( n_0 = 74 \) \( (n_0, F \approx 0.09 \), vs. \( n_3, F_{\text{Fock}} \approx 0.06 \), show the predicted decay rate, while according to [85] the \( 1/t \) decay should hold better in the strongly delocalized regime, i.e., for \( n_0 = 78 \) \( (n_0, F \approx 0.11 \) vs. \( n_3, F_{\text{Fock}} \approx 0.052 \) and \( n_0 = 80 \) \( (n_0, F \approx 0.127 \) vs. \( n_3, F_{\text{Fock}} \approx 0.054 \), where we observe \( z = 1.4 \) and \( z = 1.5 \), respectively.

The reason for the failure of the prediction of a universal decay with \( z = 1 \) lies in the intricate dynamics that leads to the decay of a real atomic system, which is only inadequately described by simple maps like the quantum standard map or the quantum kicked rotor, or by models of real atoms which employ absorbing boundary conditions, as the fundament of the predictions in [78, 81, 85]. To emphasize this statement, we checked the assumption that the weights \( w_j \) are proportional to the ionization rates \( \Gamma_j \), which is an essential input for the derivation of \( z = 1 \) [78, 81]. According to [81], this proportionality should be valid for atom-field eigenstates with \( \Gamma_j < \Delta_{\text{mean}} \). For these states it is assumed that the relation between the widths \( \Gamma_j \) and the weights \( w_j \) can be described by first order perturbation theory (according to Fermi’s golden rule), yielding \( \Gamma_j \sim w_j \). In our situation, however, the initial atomic state is coupled to a large number of bound and continuum states, and there are many paths leading to the ionization of the electron. More precisely, each atom-field eigenstate with ionization rate \( \Gamma_j \) reflects a coherent sum over multi-photon processes of different order. Thus, in this highly non-perturbative situation, we cannot expect that the proportionality of the widths and the weights still holds. The breakdown of the proportionality is illustrated conspicuously in figure 6.8, where we plot the weights on the initial state \( n_0 = 80, \ell_0 = m_0 = 0 \) as a function of the corresponding ionization rates for a field amplitude \( P = 3.1 \cdot 10^{-6} \) a.u. (with the resulting temporal decay displayed in figure 6.3). From this figure it becomes clear that in our case a proportionality of widths and weights does not hold, not even approximately. On the contrary, we observe a broad distribution of the weights \( w_j \) over several orders of magnitude, with the corresponding widths spread over the range \( 5 \times 10^{-11} < \Gamma_j < 2 \times 10^{-7} \), while the mean level spacing can be approximated by \( \Delta_{\text{mean}} \approx 1.8 \cdot 10^{-6} \) a.u., i.e., \( \Gamma_j < \Delta_{\text{mean}} \) for the larger part of the eigenvalues. This is in contrast to the quantum standard map, for which a large number of states exists with \( \Gamma_j > \Delta_{\text{mean}} \) (see figure 3.11 in [81]), and hence the perturbative description of the states with \( \Gamma_j < \Delta_{\text{mean}} \) might provide correct results [81]. However, as apparent from figure 6.3 this proportionality is not a generic situation and therefore, it cannot be expected that the decay law \( t^{-1} \) — which is based on the mentioned perturbative assumption — defines a universal law.
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![Image of figure 6.4](image_url)

Figure 6.4: Weights \( w_j \) vs. associated widths \( \Gamma_j \) of the atom-field eigenstates which contribute to the decay of the atomic initial state \( n_0 = 80, \ell_0 = m_0 = 0 \) exposed to a field of amplitude \( P = 3.1 \cdot 10^{-6} \) a.u. (see figure 6.3). The upper plot displays \( w_j \) and \( \Gamma_j \) in the subspace \( \Pi = +1 \), the lower plot in the subspace \( \Pi = -1 \). Both plots show the states in a Floquet zone of width \( \omega = 30 \cdot 2\pi \) GHz, only those states with \( w_j > 10^{-5} \) are displayed. In contrast to the assumption made in [78, 81], the widths are obviously not proportional to the corresponding weights. On the contrary, the widths \( \Gamma_j \) are widely spread for all weights \( w_j \), as a consequence of the highly non-perturbative continuum coupling induced by the driving field.
6.2.1.3 Increasing decay exponent for increasing field amplitude

As we have seen now that microwave driven Rydberg states decay algebraically in a certain parameter range (i.e., for sufficiently strong external fields), but without a universal decay law, the next topic to study is of course the change of the decay exponent. For an exemplary study of $\alpha$, we consider again a field amplitude $F = 3.1 \cdot 10^{-8}$ a.u., with different principal quantum numbers of the atomic initial states $|n_0, \ell_0 = m_0 = 0 \rangle$ exposed to the field. The survival probability as a function of the atom-field interaction time is displayed in figure 6.5, 6.6 and 6.7, for $n_0 = 62 \ldots 83$. The corresponding decay exponents are collected in table 6.2.1.3.

<table>
<thead>
<tr>
<th>$n_0$</th>
<th>$n_0 - F$</th>
<th>$n_0 - \omega$</th>
<th>$x$</th>
<th>$W(F, n_0, \omega)$</th>
<th>$n_0 - F_{\text{dec}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>62</td>
<td>0.046</td>
<td>1.30</td>
<td>0.48 (0.196)</td>
<td>135</td>
<td>0.031</td>
</tr>
<tr>
<td>63</td>
<td>0.049</td>
<td>1.37</td>
<td>0.324</td>
<td>190</td>
<td>0.0305</td>
</tr>
<tr>
<td>64</td>
<td>0.052</td>
<td>1.43</td>
<td>0.45</td>
<td>239</td>
<td>0.036</td>
</tr>
<tr>
<td>65</td>
<td>0.055</td>
<td>1.50</td>
<td>0.33 (0.657)</td>
<td>291</td>
<td>0.036</td>
</tr>
<tr>
<td>66</td>
<td>0.059</td>
<td>1.57</td>
<td>0.75</td>
<td>240</td>
<td>0.0353</td>
</tr>
<tr>
<td>67</td>
<td>0.062</td>
<td>1.65</td>
<td>0.82</td>
<td>263</td>
<td>0.043</td>
</tr>
<tr>
<td>68</td>
<td>0.066</td>
<td>1.72</td>
<td>0.98</td>
<td>277</td>
<td>0.045</td>
</tr>
<tr>
<td>69</td>
<td>0.070</td>
<td>1.80</td>
<td>0.916</td>
<td>212</td>
<td>0.0465</td>
</tr>
<tr>
<td>70</td>
<td>0.074</td>
<td>1.88</td>
<td>0.65</td>
<td>281</td>
<td>0.051</td>
</tr>
<tr>
<td>71</td>
<td>0.079</td>
<td>1.96</td>
<td>0.964</td>
<td>227</td>
<td>0.053</td>
</tr>
<tr>
<td>72</td>
<td>0.083</td>
<td>2.04</td>
<td>0.994</td>
<td>299</td>
<td>0.055</td>
</tr>
<tr>
<td>73</td>
<td>0.088</td>
<td>2.13</td>
<td>0.967</td>
<td>268</td>
<td>0.056</td>
</tr>
<tr>
<td>74</td>
<td>0.093</td>
<td>2.22</td>
<td>1.10</td>
<td>253</td>
<td>0.06</td>
</tr>
<tr>
<td>75</td>
<td>0.098</td>
<td>2.31</td>
<td>1.04</td>
<td>306</td>
<td>0.053</td>
</tr>
<tr>
<td>76</td>
<td>0.103</td>
<td>2.40</td>
<td>1.074</td>
<td>351</td>
<td>0.057</td>
</tr>
<tr>
<td>77</td>
<td>0.109</td>
<td>2.50</td>
<td>1.132</td>
<td>318</td>
<td>0.057</td>
</tr>
<tr>
<td>78</td>
<td>0.115</td>
<td>2.60</td>
<td>1.35</td>
<td>313</td>
<td>0.052</td>
</tr>
<tr>
<td>79</td>
<td>0.121</td>
<td>2.70</td>
<td>1.698</td>
<td>270</td>
<td>0.050</td>
</tr>
<tr>
<td>80</td>
<td>0.127</td>
<td>2.80</td>
<td>1.459</td>
<td>285</td>
<td>0.054</td>
</tr>
<tr>
<td>81</td>
<td>0.133</td>
<td>2.91</td>
<td>1.578</td>
<td>255</td>
<td>0.052</td>
</tr>
<tr>
<td>82</td>
<td>0.140</td>
<td>3.02</td>
<td>2.41(3.61)</td>
<td>259</td>
<td>0.068</td>
</tr>
<tr>
<td>83</td>
<td>0.147</td>
<td>3.13</td>
<td>2.51(3.27)</td>
<td>278</td>
<td>0.058</td>
</tr>
</tbody>
</table>

Table 6.2.1.3: Decay exponents $\alpha$ (fourth column) extracted from figures 6.5, 6.6 and 6.7 for initial atomic states $|n_0, \ell_0 = m_0 = 0 \rangle$ exposed to a field of amplitude $F = 3.1 \cdot 10^{-8}$ a.u. In columns two and three we also show the 'scaled' field amplitude and frequency experienced by the respective initial states. The fifth column displays the Shannon width (2.61) of the atomic initial state in the Floquet basis, and the last column displays the 'scaled' ionization threshold at $t = 327 \cdot 2\pi/\omega$ (see figure 5.2). By comparison of columns two and five it is apparent that all the examples are in the delocalized regime, i.e., the 'scaled' field amplitude is larger than the 'scaled' ionization threshold.

Figure 6.5: Survival probability of lithium atoms exposed to a microwave field of amplitude $F = 3.1 \cdot 10^{-8}$ a.u., and frequency $\omega/2\pi = 36$ GHz for several atomic initial states $|n_0, \ell_0 = m_0 = 0 \rangle$ (with $n_0$ given in the plots). In all cases an algebraic decay over more than one decade of the interaction time can be extracted. The decay exponents $\alpha$ are summarized in table 6.2.1.3.
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Figure 6.7: Same as in figure 6.5 and figure 6.6, but for different $n_0$ values.

In all cases we observe an algebraic decay over more than one decade of the interaction time. For $n_0 = 62, 65, 82, 83$ we observe different decay exponents on different time scales, both are displayed in table 6.2.1.3, the exponent that is valid on shorter time scales is shown in brackets. Such change of different decay exponents valid on different time scales was already observed in [87], where it was attributed to the electron being trapped in the vicinity of distinct hierarchical phase space structures on different time scales.

In total, we observe an increase of the decay exponent from small values $z \approx 0.2$, to large exponents $z \approx 2.5$, with increasing quantum number, i.e. with increasing 'scaled' field amplitude and frequency (note that all examples are in the delocalized regime, i.e. $n_0^4 \cdot F > n_0^4 \cdot P_{\text{max}}(f = 327 \cdot 2 \pi / \omega)$ while according to the delocalization border introduced in [24] – which only gives a rough estimate of the real atomic dynamics – only the examples with $n_0 \geq 70$ are in the delocalized regime). The increase of the decay exponent from $z \approx 0.2$ to $z \approx 1$ is accompanied by a non-monotonous increase of the Shannon width which fluctuates between $W = 259$ and $W = 361$ in the situations leading to $z > 1$. However, also $z$ exhibits a locally non-monotonous dependence on $n_0$, e.g. for $n_0 = 78, 79, 80$. We attribute this behavior to particular structures in the Floquet spectrum which are selected via the overlaps $w_1$ with the specific atomic initial state. However, a detailed analysis of this phenomenon remains to be accomplished.

6.2.1.4 Algebraic decay in regime (III)?

So far we studied the time dependence of the survival probability in the frequency regimes (II) ($n = 60$) and (I) ($n = 62, \ldots, 83$), where the external frequency is sufficiently large to couple a large number of atomic bound and continuum states, and where the atoms exhibit dynamical localization.

In the following, we will also show examples of the time dependence of the survival probability in regime (III). In figure 5.5, it was seen that the number of eigenstates which are coupled efficiently to the atomic initial state – measured by the Shannon width of a given atomic initial state – is noticeably smaller in this regime, although the same ionization probability ($P_{\text{ion}} = 10\%$ for all field amplitudes in figure 5.5) is induced. This also leads to a qualitative change of the time depen-
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for \( n_0^3 \cdot F \geq 1.4 \cdot n_0^4 \cdot F_{\text{106}}(t = 327 \cdot 2\pi/\omega) \) (see columns two and five in table 6.2.1.3). In regime (III), larger ‘scaled’ field amplitudes are needed to induce an algebraic decay (e.g., at \( F = 8.5 \cdot 10^{-9} \text{ a.u.} \) for \( n_0^3 \cdot F \geq 1.5 \cdot n_0^4 \cdot F_{\text{106}} \) – no clear algebraic decay can be observed), i.e. here the field is strong enough to induce appreciable ionization, but – due to the absence of atomic transitions that can be driven (quasi-) resonantly with the given frequency – it cannot induce a strong mixing of a large number of atomic states (see also figure 5.5). Consequently, we do observe an algebraic decay over more than two orders of magnitude only for considerably larger ‘scaled’ field amplitudes as compared to the ionization threshold (e.g. \( n_0^3 \cdot F \geq 2.2 \cdot n_0^4 \cdot F_{\text{106}}(t = 327 \cdot 2\pi/\omega) \) at \( F = 1.3 \cdot 10^{-8} \text{ a.u.} \) that are strong enough to couple the initial state to many bound or continuum states, i.e. when the external field induces a large Shannon width of the initial state (compare \( W(F = 8.5 \cdot 10^{-9} \text{ a.u.}) = 35 \) to \( W(F = 1.3 \cdot 10^{-8} \text{ a.u.}) = 101 \)).

6.2.2 Rubidium

We report now some typical results for the time dependence of the survival probability of microwave driven rubidium atoms. In figure 6.9 we display the survival probability of \( [n_0 = 50, \ell_0 = 1, m_0 = 0] \) and \( [n_0 = 55, \ell_0 = 1, m_0 = 0] \) exposed to microwave fields, with the parameters and the decay exponents displayed in table 6.2.2.

<table>
<thead>
<tr>
<th>( n_0 )</th>
<th>( \ell_0 )</th>
<th>( F )</th>
<th>( \omega )</th>
<th>( z )</th>
<th>( W(F_{\text{106}}(t = 327 \cdot 2\pi/\omega)) )</th>
<th>( n_0^3 \cdot F_{\text{106}}(t = 327 \cdot 2\pi/\omega) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.026</td>
<td>0.08</td>
<td>0.29</td>
<td>14.3</td>
<td>0.023</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.034</td>
<td>0.68</td>
<td>0.9</td>
<td>257</td>
<td>0.023</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>0.064</td>
<td>0.91</td>
<td>1.27</td>
<td>601</td>
<td>0.033</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2.2: Decay exponents \( z \) (fourth column) extracted from figure 6.9 of rubidium \( [n_0, \ell_0 = 1, m_0 = 0] \) states. All three examples are in the delocalized regime (compare column two and six), and exhibit an algebraic decay with increasing exponent \( z \) for increasing ‘scaled’ field amplitudes. Much as in the case of lithium we observe an increase of the Shannon width (fifth column) with increasing field strength, with \( W > 100 \) in all three examples. The extremely large Shannon width for \( n_0 = 55 \) can be attributed to the fact that here \( (n_0^3 \cdot \omega = 0.91) \) the atom is driven nearly resonantly (where we already observed a maximum of the Shannon width at the ionization threshold in figure 5.5) and to the large field amplitude \( F \approx 2 \cdot F_{\text{106}}(t = 327 \cdot 2\pi/\omega) \).

Much as in the case of lithium, all three examples – which are all in the delocalized regime, i.e., \( F > F_{\text{106}} \) (since the examples are chosen in regime (II), the localization border of 24a – approximately valid for hydrogen atoms, and hence only valid in the alkali regime (I) – cannot be applied) – exhibit an algebraic decay. As in the above for lithium, in all three examples a large number of atom-field eigenstates contribute to the sum defining the survival probability \( W > 100 \) and we observe
an algebraic decay. Again, no universal decay law $t^{-1}$ can be observed, but a systematically increasing decay exponent with increasing 'scaled' field amplitude. Let us note here, that—in agreement with our results presented above—for microwave driven rubidium atoms (frequency $\omega/2\pi = 8.87 \text{ GHz}$, initial state $n_0 = 84$, i.e. 'scaled frequency $n_0^* \cdot \omega \approx 0.8$') an algebraic decay with $z \approx 0.44 \pm 0.02$ (i.e. $z \neq 1$) was already found experimentally [86]. The exact modeling of the experimental situation, however, would require a larger memory (as already mentioned before), hence, so far we cannot provide for a quantitative comparison with the experimental results.

6.2.3 Atomic hydrogen

For the sake of completeness, we also provide results on the 'simplest' atom under periodic driving, i.e. on microwave driven atomic hydrogen. As already mentioned, in [83] the prediction of a 'universal' decay law was tested on a one-dimensional model of microwave driven hydrogen atoms, and on the quantum Kepler map that should approximate the dynamics of driven hydrogen atoms [24]. Furthermore,
such a decay was also predicted for driven, non-hydrogenic Rydberg states [85].
In the previous sections, however, we saw that the latter prediction fails. Here, we
will investigate the validity of the $t^{-1}$ law for atomic hydrogen.

For this purpose, we exposed hydrogen ($\omega = \omega_0 = 0$) states, with $\omega_0$ in
the range 61.971, to a microwave field of amplitude $F = 6 \cdot 10^{-9}$ a.u. (again
the frequency is chosen as $\omega/2\pi = 36$ GHz). The survival probability of the various
initial states is displayed in figure 6.10. Again, we observe an algebraic decay over
several decades of the interaction time for all initial states. The resulting decay exponents are collected in table 6.2.3:

<table>
<thead>
<tr>
<th>$\omega_0$</th>
<th>$\omega \cdot F$</th>
<th>$x$</th>
<th>$W(\omega_0, \omega)$</th>
<th>$n_0 \cdot F_{0.95}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>61</td>
<td>0.08</td>
<td>1.24</td>
<td>0.15</td>
<td>155</td>
</tr>
<tr>
<td>63</td>
<td>0.09</td>
<td>1.37</td>
<td>0.52</td>
<td>201</td>
</tr>
<tr>
<td>65</td>
<td>0.11</td>
<td>1.50</td>
<td>0.52</td>
<td>171</td>
</tr>
<tr>
<td>69</td>
<td>0.14</td>
<td>1.80</td>
<td>1.1</td>
<td>208</td>
</tr>
<tr>
<td>71</td>
<td>0.15</td>
<td>1.96</td>
<td>1.4</td>
<td>187</td>
</tr>
</tbody>
</table>

Table 6.2.3: Decay exponents $x$ extracted from figure 6.10, for hydrogen $\omega_0 = \omega_0 = 0$ states. Comparison of the scaled field amplitude (second column) to the scaled ionization threshold at $t = 327 \cdot 2\pi / \omega$ (sixth column, see figure 5.1) shows that all cases corresponds to the delocalized regime (note that the examples are also in the delocalized regime according to the qualitative localization border introduced in [24]). Again the Shannon width (fifth column) exceeds $W = 100$ in all five examples.

As apparent from figure 6.10 and table 6.2.3, microwave driven hydrogen atoms show essentially the same decay as we observed it for lithium and rubidium atoms in section 6.2.1, and 6.2.2, respectively: The atoms (exposed to a field with parameters chosen in the delocalized regime) exhibit an algebraic decay $t^{-x}$ with increasing decay exponent $x$ – from $x \approx 0.15$ to $x \approx 1.4$ – for increasing scaled field amplitude. Thus, we observed (qualitatively) exactly the same decay of lithium, rubidium, and hydrogen atoms under periodic driving, i.e. all three atomic species experience an algebraic decay for sufficiently large driving fields (that cause a coupling of a large number of atom-field eigenstates), but they do not obey any universal decay law.

### 6.3 Outlook

In this chapter we provided the first exact theoretical/numerical results on the survival probability of real-existing three-dimensional atomic systems with principal quantum numbers $\omega_0 = 37, \ldots, 83$. As already observed in numerical studies on moderately excited atomic hydrogen ($\omega_0 = 23$) in the localized regime [86] as well as in laboratory experiments on rubidium in the localized and the delocalized regime [86,80] we identify an algebraic decay of the survival probability for sufficiently large "scaled" field amplitudes. "Sufficiency large" requires that the field is larger than the ionization threshold in regimes (I) and (II), while it has to be considerably larger than the low"scaled" frequency regime (III). In other words it has to be far from both of the two optimizing conditions to model the decay [78,81,83]. We found strong numerical evidence that there is no universal decay law, at least we did not observe universal decay for microwave driven Rydberg states. On the contrary, in our studies on lithium, rubidium and hydrogen atoms we observed a global (but locally non-monotonous) increase of the decay exponent with increasing perturbation strength. Furthermore, occasionally there is a transition between different decay exponents for different time scales, as already observed in [87].

A crucial point to deduce the universal decay law $t^{- \gamma}$ in [78,81] was the assumption that the weights $w_j$ of some atomic initial state when projected on the atom-field eigenstates are proportional to the corresponding widths $\Gamma_j$. In our system, however, we do not observe an approximate proportionality of the $w_j$ and the $\Gamma_j$, but a broad distribution of the weights and widths. Hence, we can conclude that the assumed proportionality does not at all represent a generic situation.

Since our system exhibits a high density of states, and we model a coherent coupling of the bound states to the continuum, we expect the results obtained in this chapter to be more general and to be also valid for other systems. More precisely, we believe that the prediction of a universal decay law does neither hold for other quantum systems with a high density of states that exhibit a strong coupling of many bound and continuum states. Typically such systems will not show the proportionality $w_j \sim \Gamma_j$, and we expect an (eventually non-monotonous) increasing decay exponent with increasing perturbation strength as a general rule.

In agreement with our results obtained on alkali and on hydrogen atoms, such behavior is not restricted to the traditional field of quantum chaos, but can be observed for quantum (chaotic) systems with a mixed regular-chaotic classical counterpart (like atomic hydrogen), as well as for pure quantum systems (like alkali atoms).
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Chapter 7

Summary and perspectives

7.1 Summary

In this thesis we performed an exact numerical experiment on the microwave ionization of Rydberg states of alkali atoms and atomic hydrogen. Our experimental apparatus combines sophisticated numerical methods with state-of-the-art (parallel) computing techniques, and allows for an exact description of the field induced coupling of the atomic bound states to the atomic continuum. In our fully three-dimensional simulations of the periodically time-dependent problem, we employed parameters (microwave frequency, field amplitude, principal quantum numbers of the atomic initial states, and atom-field interaction time) as they are used in typical laboratory experiments. In this parameter regime, we have to deal with a high density of states – scaling as $n_c^3$ – and therefore the availability of large-scale parallel computing facilities – together with an efficient parallel implementation of our code – is essential for our calculations. Yet, our numerical experiment bears some advantages as compared to laboratory experiments: In contrast to laboratory set-ups, we can easily keep all parameters constant and perform precisely the same experiment with different atomic species. Furthermore, our approach models a purely coherent driving of the atom, without any external noise.

Performing our numerical experiments over a broad range of parameters, we could identify three frequency regimes in the ionization dynamics of periodically driven alkali atoms and specify the relevant frequency scales that separate these regimes. In regime (1) – where the external frequency is larger than or comparable to the level splitting of unperturbed hydrogenic energy levels, the alkali dynamics mimics the hydrogen dynamics, both, qualitatively and quantitatively. Here also the alkali dynamics is dominated by the hydrogenic phase space structure, and both, alkali and hydrogen atoms exhibit dynamical localization (i.e., the quantum mechanical suppression of classically diffusive ionization). Furthermore, both atomic species experience enhanced stability against ionization at initial conditions corresponding to stable (elliptic) islands in the classically mixed regular-chaotic phase space of the driven two-body Kepler problem, realized by microwave driven atomic
hydrogen. For smaller frequencies, the alkali and hydrogen ionization dynamics differs dramatically, and we enter regime (II), where alkali atoms show the signature of dynamical localization, whilst atomic hydrogen ionizes classically. In this frequency window we can thus observe the emergence of dynamical localization in a pure quantum system, without a classical analogue. Finally, for small frequencies (regime (III)) also alkali atoms do no longer experience dynamical localization, the alkali thresholds follow the behavior as proposed and intensively studied in laboratory experiments by the Virginia group. The difference in the ionization dynamics of alkali and hydrogen atoms in regimes (II) and (III) leads to up to 13 times lower ionization thresholds of alkali atoms in this regime.

With this novel insight in the ionization dynamics of periodically driven singly excited multi-electron Rydberg atoms, we could reinterpret the available data of laboratory experiments of the Munich and the Virginia experiments. Comparison of the frequency used in these experiments with the internal atomic frequencies (determined by the hydrogenic level splitting and the element-specific quantum defect) shows that so far all laboratory experiments on alkali atoms were performed mainly in the (non-hydrogenic) regimes (III) and (II). Consequently, these experiments showed considerable discrepancies in the ionization thresholds of alkali and hydrogen atoms (up to one order of magnitude), hitherto inexplicable. Our identification of the above frequency regimes does not only explain these experimentally measured differences and provides for the missing link between the ionization scenarios suggested by the Virginia and the Munich group, but also suggests frequency scales where (future) laboratory experiments should measure essentially the same ionization thresholds for alkali as compared to hydrogen atoms.

By performing our numerical experiment on hydrogen, lithium, and rubidium atoms, we furthermore could answer the question whether the dynamics of driven alkali atoms obeys any scaling rules. In contrast to atomic hydrogen, the multi-particle atomic core of alkali atoms introduces a finite length scale, and hence scaling of the alkali dynamics is a priori not justified. With our experiments on different atomic species, we can now, a posteriori substantiate the existence of scaling laws also for the alkali dynamics. Our results evince that in the regimes of dynamical localization (i.e. regime (I) and (II)) it is indeed the splitting of unperturbed hydrogenic excited levels (which coincides with the classical Kepler frequency of the unperturbed hydrogen atom) that dominates the dynamics (although in regime (II) the alkali and the hydrogen excitation process differ qualitatively and quantitatively). Hence, in these regimes it is appropriate to use the hydrogenic scaling rules also for the alkali dynamics. Employing these rules, it is possible to map the 'scaled' alkali ionization thresholds as a function of the 'scaled' frequency of different atomic (alkali) species on top of each other. The transition to regime (III), however, occurs at an element-specific quantum number, and thus the scaling rules break down. This is in agreement with the fact that in this regime it is no longer the hydrogenic energy splitting, but the splitting between (unperturbed) low-angular momentum alkali states that dominates the dynamics.

Apart from the identification of the frequency dependence of the ionization dy-
core acts as a point-like scatterer for the electronic wave-function [58]. In analogy to the time-independent problem, we expect considerable differences in the photoionization spectrum of microwave driven alkali and hydrogen atoms in the non-hydrogenic frequency regimes (II) and (III). In regime (I), however, where our studies showed that the alkali ionization dynamics follows the hydrogenic dynamics, we expect no significant differences in the alkali and the hydrogen spectrum. Since the classical phase space of the driven hydrogen atom is (mixed regular-) chaotic in regime (I), such findings would agree with studies on billiard systems with and without point-like interactions. There, no deviations between the spectral statistics with and without a point-scatterer were found for chaotic billiards [191, 192], whereas for integrable billiards the spectral statistics do change with the existence of a point-scatterer [193–195]. While in studies on time-independent problems (billiards, Rydberg atoms in static fields) the existence of a point scatterer only changes the spectral statistics, in our problem the non-hydrogenic core also causes the atom to be less stable against ionization than without a scatterer (as we observed it in regime (II) and (III)). Thus, it would be worthwhile to perform a (laboratory or numerical) experiment that measures both, the photoionization cross section and the ionization probability of periodically driven Rydberg states. Such an experiment should not only show the differences in the ionization thresholds between alkali and hydrogen atoms in regimes (II) and (III) (that we identified in this thesis), but also a difference in the spectral statistics of both atomic species in these frequency regimes. To our knowledge, such studies would provide for the first case where a difference in a robust, experimentally accessible quantity – the ionization probability (which averages over the entire spectrum) – can be traced back to the difference in the spectral statistics induced by core-scattered or diffractive orbits. Furthermore, these studies would be the first studies on modifications of the spectral statistics caused by a point-like interaction in an explicitly time-dependent system.

Another worthwhile program that should be accomplished in future studies concerns the decay of our system. In solid state physics it is well known that Anderson localization causes fluctuations in the conductance across disordered solids. Recently, a suitable generalization of conductance for driven atomic systems was undertaken, and atomic conduction fluctuations were observed in one-dimensional calculations on microwave-driven atomic hydrogen [66, 67, 196]. With our apparatus, it is now possible to extend such studies to three-dimensional microwave driven hydrogen atoms, to verify that such fluctuations are no artefact of the one-dimensional model of the atom. Moreover, such fluctuations should also appear in microwave driven alkali atoms in regime (I), and also in regime (II), where we observe the signatures of dynamical localization for alkali atoms, without a classical analogue. In contrast to our studies on the decay of the survival probability, such studies require a statistical analysis of the ‘atomic conductance’ as a function of some parameter [196]. For such a statistical analysis a large number of atomic samples (specified by the field amplitude, frequency, and principal quantum number) has to be probed. Therefore a larger amount of computation time is needed. Yet, in the near future, with the ongoing increasing availability of supercomputing facilities also for civil
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