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Chapter 1

Introduction

The development of ultrahigh-power laser systems using the technique of chirped-pulse
amplification (CPA) [1] has sparked an enormous scientific activity in the field of laser-
plasma interaction. Beyond intensities of a few times 10'® W /cm?, the motion of electrons
in the electromagnetic field of the laser becomes relativistic, as the electron velocity ap-
proaches the speed of light within only one oscillation period, and a large variety of new
phenomena opens up. Worldwide, laser facilities delivering pulses with peak powers in
excess of | petawatt (1PW = 10'° W) have either been comissioned during the last few
years [2-4] or are presently under construction. Such laser systems have pushed the limit
of achievable intensities beyond 10*! W /cm? [5].

When laser pulses with these intensities interact with any kind of target material, the
rising edge of the pulse is already sufficiently intense to transform matter into the plasma
state. The main part of the pulse then interacts with a highly ionised and heated plasma.
Due to collective effects of the freed electrons, such a plasma can support electric fields
in excess of 10'2V/m. These fields are higher by several orders of magnitude compared
to conventional particle accelerators that usually operate at 10® V/m. Due to the higher
field strengths the acceleration length for particles in the energy range of several 100’s of
MeV is of the order of 1 mm at most [6]. Therefore, high-power lasers are a promising
alternative to conventional RF-accelerators.

During the last decade, a dramatic increase in particle energies accelerated in laser-
plasma experiments could be witnessed. Primarily, the laser light efficiently couples its
energy into the formation of collimated electron beams with peak kinetic energies in the
range from several 100keV to more than 200MeV [6-10]. In secondary processes, it
is possible to generate y—rays in the MeV-range [9, 11], to accelerate protons [12-17],
and also heavy ions [18] to MeV-energies, and to generate neutrons from fusion reactions
[9,19,20]. Although most of the proof-of-principle experiments were carried out with
large-scale Nd:glass-laser systems generating pulses at a repetition rate of ~ 1 shot/hour
at the 100terawatt (TW) to 1 PW level, small-scale laser systems in the 1...20TW regime
operating at a much higher repetition rate allow experiments for the investigation of the
physics underlying the associated acceleration processes in much greater detail. Using the
2-TW laser facility ATLAS at Max-Planck Institut fiir Quantenoptik operating at 10Hz, it
was possible for the first time to generate positrons with a table-top laser [21].

Although the generation of fast ions in the energy range of a few 10’s or 100’s of keV
has already been observed in the late 1970’s [22-25], the generation of MeV-proton beams
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during the interaction of high-intensity CPA-laser pulses with thin foils has attracted a
great deal of attention due to the unique properties of such beams. Independent of the
target material, a strong and well-collimated proton signal is observed in the experiments.
These protons originate from water vapor and hydrocarbon contaminations on the target
surfaces, as it has been observed in experiments carried out in the framework of the Los
Alamos HELIOS program [26].

Using the NOVA-PW laser at Lawrence Livermore National Laboratory (LLNL, [27]),
a total number of 2 x 10'3 protons has been accelerated to kinetic energies above 10MeV
[15]. The initial proton-pulse length is determined by the laser pulse duration (1, = 500fs
in this experiment), and it is emitted from a spot of ~ 100-um diameter from the rear
surface of the target. This yields an initial proton current as high as 6.4 X 10°A and a
proton-power density in excess of 10" W /cm?, what is higher by several orders of mag-
nitude compared to conventional accelerators. Furthermore, the rear-side accelerated pro-
ton beam exhibits an extraordinary low emittance and an almost ideal laminar flow as a
consequence of the acceleration process [28-30]. Such beams are therefore well suited
for the imaging of um-scale structures on the rear surface of the target. By appropriately
shaping the target rear surface, the focusing of a proton beam has recently been demon-
strated [31]. During the interaction of this beam with a secondary target, isochoric heating
of the secondary-target material to temperatures of 20eV has been observed'. As protons
having MeV-energies can penetrate dense matter, they can be used to probe highly over-
dense plasmas that are non transparent for optical light [32]. Due to their electric charge
the protons are also deflected by magnetic and electric fields in the plasma and carry infor-
mation about the field distributions in the highly overdense regions [33,34]. Furthermore,
laser-accelerated protons are envisaged as a possible ignition beam [35] in the fast-ignitor
scenario for inertial confinement fusion [36].

For all the applications mentioned above, the generation of proton beams with control-
lable parameters such as energy spectrum, brightness, and spatial profile is crucial. Hence,
for the reliable generation of proton beams, the physics underlying the acceleration pro-
cess has to be understood as accurately as possible. After the first proof-of-principle
experiments [12-16], systematical studies were carried out to examine the influence of
target material and thickness [37-39]. To establish the influence of the main laser pa-
rameters such as intensity, pulse energy, and duration over a wide range, results from
different laser systems have to be compared, as each system covers a small parameter
range only. Besides these parameters, strength and duration of the laser prepulse due to
amplified spontaneous emission (ASE) play an important role, too [37]. Until now, a de-
tailed investigation has not been carried out but is expected to play a significant role in the
acceleration process [40,41].

Besides the influence of the experimental parameters mentioned above, the origin of
the fastest protons is still debated. There are at least two acceleration scenarios able
to explain the occurance of MeV-protons during the interaction of high-intensity lasers
with thin foils. (i) These protons may come from the front surface of the target, i.e. the
side irradiated by the laser [12-14] or (ii) from the rear surface [15, 18, 42]. Recent

ln laser-plasma physics, it is convenient to express temperatures not in Kelvin, but in eV. The equivalent
temperature to the quasi-temperature of eV is 11.600K.
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results indicate that both mechanisms act simultaneously [43,44], in accordance with the
predictions of multi-dimensional particle-in-cell (PIC) codes [17,45].

Special attention has also been paid to the spatial profile of the proton beam emitted
from the target. Using the solid-state nuclear track detector CR 39, “ring”-like structures
have been observed in different experiments [13, 14,46]. These structures were the basis
for conflicting interpretations about the origin of the proton beam.

Aiming at a global picture for the physics underlying the proton acceleration process,
the influence of as many experimental parameters as possible has to be understood. Also
the role and suitability of the diagnostics used in different experiments has to be inves-
tigated to be able to compare the results and interpretations. Therefore, this work is fo-
cused on the characterisation of proton beams accelerated in high-intensity laser-solid
interactions and the influence of the different experimental parameters on the acceleration
process.

During the course of this thesis, the following new and important aspects were discov-
ered and described:

1. For the first time, a controlled variation of the laser-prepulse pedestal due to am-
plified spantaneous emission was achieved by implementing an ultra-fast Pockels
cell into the laser chain. The prepulse was characterised in terms of intensity and
duration.

2. Due to this unique possibility, the influence of the laser prepulse duration on the
laser-driven acceleration of protons could be studied in great detail. It was found to
have a huge effect on the emitted energy spectra of the protons [47].

3. By a controlled variation both of the prepulse duration and the thickness of the
target foil used in the experiment, a clear distinction between the two different
acceleration regimes mentioned above was possible. Furthermore, the controlled

generation of a proton population stemming from the rear side of the target was
possible for the first time.

4. By comparing the experimental results with numerical simulations, a quantitative
explanation of the associated effects was possible. It was found that the prepulse-
induced changes in the target properties not only influence the rear-side proton ac-
celeration by the formation of an initial ion-density gradient as claimed in [37],
but also the density distribution in the target itself strongly influences the electron
propagation, which in turn affects the rear-side proton acceleration [48].

The results described in this thesis both have a high relevance for a comparison of existing
experimental results as well as for future experiments aiming at an optimisation of the
acceleration process. The thesis is structured as follows:

e Chapter 2 gives an overview over the physics of laser-plasma interactions at rela-
tivistic laser intensities. After a description of the interaction of a single electron
with the laser field, the occurance of collective effects of electrons in the plasma
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are discussed. They give rise to charge separation in the plasma and generate quasi-
static electric fields. These fields are responsible for the acceleration of protons and
light ions to MeV-energies. The two acceleration scenarios from the two different
target surfaces are described.

Chapter 3 describes the ATLAS-laser system that was used for the experiments.
The control of the laser prepulse by means of an ultra-fast Pockels cell and the
significant enhancement of the laser focusability by adaptive optics are described in
detail, as their comissioning and characterisation were major parts of this work [49]
and were crucial for the feasibility of experiments on proton acceleration.

Chapter 4 deals with the diagnostics used to characterise the proton beam acceler-
ated during the laser-plasma interaction in terms of energy spectrum, spatial diver-
gence, and angular distribution.

Chapter 5 presents the experimental results investigating the dependence of the
proton-beam properties on different experimental parameters as target thickness,
prepulse duration, laser-pulse energy and emission angle. The profound effect of
these parameters on the acceleration process could be demonstrated [47].

To qualitatively describe the effect of the prepulse, hydrodynamic simulations using
the code MULTI-FS [50] were carried out. The results from these simulations are
discussed in chapter 6.

Chapter 7 presents a 1-dimensional computer code that was newly developed within
the course of this work. It describes the rear-side proton acceleration driven by a
hot-electron population accelerated by the laser on the target front side. The code
is used to include prepulse-induced changes as target expansion and formation of a
plasma-density gradient at the target rear side in the description of the acceleration
process and to obtain a more detailed insight into the underlying physics.

Chapter 8 draws conclusions from the comparison of the experimental results with
the predictions from numerical simulations and theory. A distinction between two
proton populations accelerated on either of the two target surfaces is possible. It
manifests the strong influence of target thickness and prepulse duration on these two
mechanisms. A numerical code is used to describe the influence of the fast-electron
transport on the rear-side acceleration of protons. Furthermore, the angularly re-
solved measurements are found to match the predictions made by three-dimensional
particle-in-cell (PIC) simulations [45], giving an insight into the distributions of the
electron density and the acceleration fields at the target rear surface.

Finally, chapter 9 summarises this work and gives a perspective for the future, sug-
gesting further experiments and numerical investigations concerning the accelera-
tion of protons and light ions in relativistic laser-plasma interaction.

Appendix A describes the setup of a novel, synchronised 2-colour probe beam that
was set up during the course of this thesis and that was used for interferometric
side-view images taken during the laser-target interaction.

In appendix P, the publications about the most important parts of this work are
attached.

Chapter 2

Laser-Plasma Interaction at Relativistic
Intensities

During the interaction of ultra-short laser pulses having peak intensities in excess of
10" W /cm? with solid targets, the main part of the laser pulse with the highest inten-
sities interacts with a highly ionised and strongly preheated plasma on the target front
side. This preplasma has been formed by the unavoidable low-intensity prepulse pedestal
of the laser due to amplified spontaneous emission (ASE) and by the leading edge of the
main pulse itself. In this preplasma, the electrons are accelerated to velocities close to the
speed of light by the laser fields and therefore their motion is dominated by relativistic
effects. At these “relativistic” intensities, a large fraction of the laser-pulse energy is con-
verted into kinetic energy of relativistic electrons. They are expelled from the focal region
of the laser pulse due to its ponderomotive force and leave behind a space charge of posi-
tive ions close to the front surface of the target. Furthermore, the electrons having kinetic
energies in the MeV-range are capable of propagating through the target. A strong space-
charge field is generated at the rear surface due to electrons that have escaped the target.
The electric fields arising from these regions of charge separation on both target surfaces
vary on a time scale that is much longer than the laser period dominating the electron
motion. These quasi-static fields are capable of accelerating ions to kinetic energies in the
MeV-range. To understand and interpret these two different mechanisms underlying the
ion acceleration at the front and rear side of the target, the interaction of the laser pulse
with the plasma electrons has to be described first.

This chapter starts with the interaction of a laser-light wave of relativistic intensity with
a single electron. Subsequently, effects are discussed that arise from the collective be-
haviour of a large number of electrons, when the laser pulse interacts with the preplasma
including the different collective electron-acceleration processes. Finally, the two differ-
ent ion-acceleration mechanisms are introduced.
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2.1 Interaction of Laser Light with Electrons

2.1.1 Treatment of a Single Electron in the Laser Field

First, the interaction of a single electron with a plane laser-light wave is investigated. This
electromagnetic wave is assumed to propagate in €,-direction and to be linearly polarised
in é;-direction.

Description of the Laser Field

The light wave of the laser is described by its vector potential, J?{(x t), that is parallel to
the ¢}-direction and varies only in space, x, and time!, :

A=2¢,- Apsin(kLx—ort), (2.1)

where wp /27 is the laser light frequency, ki, = 21n /AL the wave number, Ay = 2nc/ oy
the laser wave length in vacuum, 1 the refractive index, and ¢ the speed of light. In the
absence of any electrostatic potential, @, the electric and magnetic fields, . and EBL
are obtained from

T —-aa—? —‘Egcos(ka wpt), with ‘E_i]=é;,.-mLﬁTO and (2.2)

‘1§L = Vx2= ‘Bocos(ka wpt), with C30—\9, kLﬂIo—é'znfo.

I

(2.3)

In vacuum, where 1 = 1, the laser intensity, /., which is the magnitude of the Poynting
vector, S, averaged over a laser period, T, = 27/op, what is denoted by (...), can be
written as

IL-(ISI)——(IELX'BLI)—— ) (2.4

where yq is the permeability and gy the permittivity of the vacuum.

Interaction of a Single Particle with the Laser Field

The interaction of an electron with charge —e and rest mass m, with external electric and
magnetic fields, £ and B, from the light wave is described by its equation of motion
dp d - 5
B V) =— Vv . 2.5
ar dt(ymev) e(£+vx fB), 2.5)

where ¥ and J are velocity and momentum of the electron, respectively. Y= 1/\/1-P2=
1//1-v¥/c? = 1+ (p/mec)? is the relativistic Lorentz factor, B = v/c. Multiplying

INote that all field quantities of the light wave depend on space, x, and time, ¢, what will be omitted for
clarity.
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eq. (2.5) with p and using - (V x {_f;) =0and p-dp = %dpz, one obtains the evolution of
the kinetic energy, Eyi, = mec?(y— 1), of the electron to
dExin 5 dy =

T mec"a =—eE-V. (2.6)

In the classical regime, i.e. for velocities v < ¢, where Y~ 1, the electron motion is
dominated by the electric field of the light wave only, as the magnetic term is smaller
by a factor of v/c and in the first order can be neglected. Integrating the equation of
motion (2.5) for this case with initial conditions xp = 0, yo = 0, and vy = 0 leads to the
electron velocity V= €}, - eEy /@pme - sin(kpx — @.t) and the displacement y = efo/mfm-
[cos(kpx— ) — 1] of the electron. In the classical case, the electron oscillates driven by
the external electric field of the light with amplitudes yy = e%q/®f me and vo = eEy /0L me
parallel to the electric field vector only?.

The amplitude of the velocity, vo, approaches ¢, when the so-called normalised vector
potential

e'Ey :@

Oy MeC  MeC

ap = 2.7

approaches unity. In this case, a purely classical description is no longer valid. Using ao,
the amplitudes of the electric and magnetic fields can be rewritten as

ap ,V
= & 301x102 . ,
Eo AL —um and (2.8)
B = ;—E-l.O?xlO‘*T-,um. 2.9)

The laser-light intensity, /., is given by

2
I = ;f_g 137 x 108 W/cm? - um?. (2.10)
L

The normalised vector potential, ap, delimits the interaction of laser light with matter
into three regimes. For ap < 1, the electron motion is classical and the regime is called
non-relativistic. For ag = 1, the electron approaches the speed of light already during
a laser-half cycle and the interaction has to be treated fully relativistic, for ap > 1, the
regime is called ultra-relativistic. For a wave length of A;, = 790 nm, the normalised vector
potential @ equals 1 for an intensity of 2.2 x 10'8 W /cm?. In the experiments described
in this thesis, the maximum intensity on target was /i, = 1.5 x 10" W/cm? with a wave
length of ;. = 790nm. This corresponds to a normalised vector potential of ay = 2.6.

In the relativistic regime, the solution of the equation of motion (2.5) leads to different
results compared to the classical case [51-53]. Using the vector potential from eq. (2.1)

2 As the amplitude of the velocity scales with the inverse particle mass, it is obvious that during the interac-
tion with a plasma the laser mainly couples to the electrons in the first place, as their mass is much lower
than the mass of even the lightest ions. Except for extremely high intensities (see below), the ions in a
plasma are not directly affected by the laser fields but the forces of the laser light are mediated by the
plasma electrons.
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and the expressions (2.2) and (2.3) for the electric and magnetic field one finds

dr, _ 42
dt — dt
— py—eA=Cy, 2.11)

where 94/dt = dA/dt — (- V)@, ¥ x (V x ) = V(7 A) - (- V)&, and 04/dy =
94/9z = 0 were used. The constant C is the first invariant of the electron’s motion.
It is related to the electron’s initial momentum in &, —direction.

Together with eq. (2.6) and considering that ‘fgné; and By||&., one obtains from eq. (2.5)

d d
F'{;f =—enwyBy = mec-&}’
— |y-E =0 (2.12)
MeC

C, is the second invariant of the electron’s motion. Using ¥ = 14 (p/mec)?, one finds
the following relation between longitudinal and transversal momentum, p; and p,:

2 2
pe _1-Gtimimee) 2.13)
MeC 2

Considering an electron that is at rest at f = 0 and at x = 0, i.e., p = 0, when the electric
field is maximal, one finds C; = 0 and C; = 1. This leads to

py = eA, and (2.14)
P
Ein = cpx=m”e, (2.15)

and one obtains the following form of the relativistic Lorentz factor for a single electron in
the laser field: Y= 1+a?/2. To derive the x— and y—coordinates of the electron trajectory,
® = ky.x— oot and d®/dr = vk, — o = o (B, — 1) = —oo /v are used, what leads to
dr dr d® dr
5= Y — = Ve — - — = — —, 2.16)
P=Weq =Wheag @ ~ o Ldd (
Using egs. (2.14) and (2.15), the integration of the x— and y—component of eq. (2.16)
leads to the spatial components of the electron trajectory:

_ <% (g Leos2w)) and @.17)
T oo 2 '
. —C—ag(l—cosd)). 2.18)

L

While the y—component is identical with the classical case, the electron is strongly pushed
forward in laser direction for ag > 1. This forward motion in the laboratory frame consists
of a drift in laser direction with the velocity

2
g —(F\__H ..z 2.19)
VD <I> 4+a(2JC €y (
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arising from the first part in eq. (2.17). This drift velocity approaches ¢ for ag — . The
second part describes a rapid oscillation of the electron in é;—direction with twice the
frequency as in é;,—direction. This gives rise to a “figure-8” motion of the electron in a
frame of reference co-moving with vp.

For the case of an infinitely long laser pulse with an infinite lateral extension, the elec-
tron motion in the laboratory frame is sketched in Fig. 2.1 (a). For the case of a laser

a T T L L s v v T
(a) (b)
— 2F E - sl
= =5
9 qt {4 &
= c 4t
,8 ok | g focus of
g, o finite width
c c 2F .
o ar 1 L2
© ©
I L oA A2\ A Aa
«2 I . v V v W -v ;. G
plane wave
-3 e = M 1 M 1 1 -2 1 1
] 1 2 3 4 5 0 1 2 3
drift in laser direction [a.u.] drift in laser direction [a.u.]

Figure 2.1: Relativistic electron motion in the laser field. In (a), the laser is a plane wave of
infinite length. In (b), the laser has a finite duration and is either a plane wave (red line) or it is
focused to a Gaussian spot of finite diameter (green line).

pulse of finite duration as shown in Fig. 2.1 (b), where eqs. (2.14) and (2.15) are still
valid, the electron is pushed forward by the laser as in (a). But when the pulse is over,
the electron comes to a stop again (red line). In this case, the electron is only displaced
in laser direction but gains no net energy. However, the electron can be ejected from a
laser focus of finite diameter, if this diameter is comparable to or smaller than the ampli-
tude of the electron’s quiver motion. It is emitted from the focus under an angle, 6, to
the laser axis with a finite velocity (green line) by the so-called ponderomotive scattering
(see below) [54-57]. This can be understood qualitatively, as the electron starting on the
laser axis, where the fields are maximal, is displaced sideways during the first laser-half
cycle into regions of reduced intensity. Thus the restoring force acting on the electron is
smaller, when the fields change sign. Hence, it does not return to its initial position in the
next laser-half period, and finally leaves the focus with a finite velocity.

The Ponderomotive Force

If one is not interested in the detailed trajectory but only the final energy and the scattering
angle of the electron, an elegant description of the acceleration is obtained by introducing
the ponderomotive force, F"pmd, of the laser acting on the electron [58, 59]. To derive this
non-linear force, one again starts from the equation of motion (2.5), first assuming Yy~ 1
for the classical case:
dv -, =
mer = —e(E+Vx B). (2.20)
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In the first order, only contributions that depend linearly on the electric field, Z(x, )=
Z.(F) - cos(w 1), are used, where Z(7) contains the spatial dependence. For the velocity,
71, and the displacement, 871, of the electron from its initial position, 7y, one finds

dF
vi(r) = —m;}LE( 7o) - sin(wyr) = d: and (2.21)
871 (7)) = © _F(7)-cos(wLt). (2.22)

me®;

To proceed to the second order, the electric field, E(7), is expanded around the electron’s
initial position, rj, to

oo (2.23)

Using now only terms that quadratically depend on the electric field and deriving the
magnetic field, :’Bl, from the third of Maxwell’s equations, V x E = —9B/0r, what leads

to By () = —o 1V x £‘ _ -sin(w1), the second-order equation of motion reads
r=ip

me% = [ 81 (7o) - )E(m)—k—ﬁ](f{;) X ‘Zﬁ,(ﬁ,)}
e’ — . 5
= _mewﬁ [(fs( 0) - )‘Es(f‘o) -cos”(@pt) +
+E (7)) X (3' X ‘fs(ﬁ))) -sinz(wu)} ; (2.24)
Temporally averagmo over the fast oscﬂiatlons of the laser field ((sm (opt)) = (cos?(wrt)) =
1) and using Fox (Vx E) = lV(EZ) %, - V), this finally leads to
dv>
= = 2.25
Fpund me< dr > 4me(9L ) ( )

A fully relativistic description gives an additional factor of 1/(y) [60], where ¥ is also
temporally averaged over the fast oscillations of the laser field:

2
Foond = ————V . (2.26)
o et )
According to this equation, an electron is expelled from high-intensity regions of the laser
focus along the gradient of the laser-intensity distribution, which is proportional to 2.
Finally, the scattering angle, 6, is determined by the ratio of transversal and longitudinal
momentum of the electron [55] that are determined by eq. (2.14) and eq. (2.15):

0 = arctan (&) = arctan —2— . 2.27
Px y—1

This relation has been verified experimentally by Moore et al. [54], where the scattering
of single electrons from the laser focus was observed.
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Note that all the relations derived up to this point describe the interaction of a single
electron with the electromagnetic field of a laser pulse. Any electrostatic potentials arising
from laser-induced charge separation during the interaction of the laser with a plasma have
been neglected so far. It will be shown in the next section, how the situation changes, when
such effects are taken into account.

Turning from electrons to ions having a much higher rest mass, the laser intensities
presently available are by far not high enough to trigger a relativistic ion quiver mo-
tion in the laser field. The relativistic threshold for protons with mass mj ~ 1836me is
at ap = 1836 and therefore at an intensity of fLA? = 18367 1.37 x 10" W/cm?-um? =
4.62 x 10** W /cm?.um?, which is far beyond the present laser technology. However, c0[~
lective effects of a large number of plasma electrons interacting with an intense laser pulse
give rise to strong electric fields that vary on the time scale of the pulse duration and not
of the laser period. On these much longer time scales, also the ions in the plasma can
be accelerated to MeV-energies. These collective effects of the plasma electrons will be
discussed in the next section.

2.1.2 Collective Effects of Plasma Electrons

This section concentrates on collective effects of the plasma electrons that occur dur-
ing the interaction with laser pulses of relativistic intensities (ap > 1). While collective
electron-acceleration mechanisms in a plasma are discussed in section 2.2, this section is
dedicated to the relativistic equation of motion in a plasma, Debye-shielding, the plasma
frequency, and relativistic effects concerning the propagation of laser pulses in plasmas.

Relativistic Equation of Motion in a Plasma

To derive the relativistic equation of motion in a plasma, the electrons are treated as a
fluid at zero temperature with density and velocity distributions, ne(7,t) and ve(F,t), that
depend on space and time. Due to their significantly higher rest mass, the plasma ions are
assumed to form an immobile, positively charged background.

As in the case for a single electron, the behaviour of this electron fluid is described
by the equation of motion as eq. (2.5). The electric and magnetic fields can now also be
modified by charge distributions and currents in the plasma

-

B = Vx4, (2.28)

04
—V(I’el — 350 (2.29)

Rt
|

what leads to an equation of motion of the form

.\ Y,
(§+v-V)p——e[—-—aT-—V(De;+v><(V><.ﬂ) : (2.30)

Using the relations ¥ = /T + (p/mec)2, Vy = (2y)~" - V(p/mec)?, and ¥ x (V x p) =
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mec” V'\( (v- ) 7, one obtains the relativistic equation of motion of the plasma [61] to

g;(ﬁ—e:";l)—ﬁxe’x(ﬁ—eﬁ):ﬁ'(e‘@el—mecz). (2.31)

This equation has a trivial solution p= eA and therefore eV(I)d = meCZVY in which case
the ponderomotive force, mec-Vy, is balanced by the electrostatic force, eV(bﬂ, arising
from the laser-induced charge separation in the plasma. This implies y= v'1 +a?, what
differs from the expression for a single electron derived in section 2.1.1, and leads to the
ponderomotive potential in a plasma,

Ppond = mec(Y— 1) = mec? (\/ 1+a*— 1) : (2.32)

The ponderomotive potential depends on the local laser intensity that scales with a*. In
the focus of the laser pulse, where the intensity is maximal and a = a, the ponderomotive
potential can be expressed in units of the laser intensity, /i, and the laser wave length, ALs
according to eq. (2.10):

LA
_ —11. (2.33)
@pong = 511keV x (\/l 1.37 x 10" W /cm?. um? )

Debye Shielding

One of the key characteristics of a plasma is its tendency to shield externally applied
electric fields. The differently charged particles arrange in a way that an electric field of
opposite orientation is generated that tends to cancel the external field on a macroscopic
scale, where the plasma appears to be quasi-neutral. On a microscopic scale, the positive
ions are surrounded by plasma electrons that shield the electric potential of the ions. For
a single ion with charge, Ze, this shielding modifies the pure Coulomb potential by an
exponential drop [59]

Dion(r) = Tkl 7 ' eXp (_é) (2.34)

with the characteristic shielding length, Ap, that depends on the temperature, T;, and the
density, ne, of the surrounding plasma electrons:

| €okpTe
= —. 2.35)
Ao nee> (

Ap is called the Debye length of the plasma and kg denotes the Boltzmann constant. In an
undisturbed plasma, charge neutrality is provided on scales larger than the plasma Debye
length.

Light Propagation in a Plasma

If the plasma electrons are displaced from the positive ion background by an external
perturbation, a restoring force builds up due to the electric fields arising from the charge
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separation. When the perturbation is over, the electrons start to oscillate around the posi-
tion of charge equilibrium with a characteristic frequency, Wy, that only depends on the
density, 1., of the plasma electrons [58]:

.
Hee”

Wpe = ; (2.36)
EoMe

Wpe is called the electron plasma frequency. The plasma electrons can also follow peri-
odic external perturbations, that are varying with frequencies ® < ®. A light wave with
o, < Wpe cannot propagate in a plasma, as the electrons shield the oscillating light field.
If the electric field of the external perturbation is that strong that the electron quiver veloc-
ity approaches ¢ within the oscillation, the effective electron mass, ym, increases, what in
turn changes the electron plasma frequency. Due to the variation of the effective electron
mass during an oscillation cycle, the electron motion becomes unharmonious. Then the
electron plasma frequency is given by

Nee?
W = : 2.37
\ eo(yme’ @37)

where (y) is averaged both over the fast oscillation of the laser field and locally over
a large number of electrons. However, when the external frequency exceeds ®pe, the
electrons are too inert to follow the varying field, and the external wave can propagate in
the plasma. If on the other hand an electromagnetic wave with frequency wy, propagates
through a plasma density gradient, it is stopped at that electron density, ¢, where the
light frequency, wi, matches the local plasma frequency, wpe. This density is called the
critical plasma density

go(Ymew?  1.11 x 104 e¢m—3
= h()ez L _ 2 () .ﬂmz.
L

(2.38)

For a laser-wave length of A;, = 790nm and low intensities, i.e. (y) ~ 1, the critical density
is ng = 1.79x 102'em™3. Plasmas with electron densities above this limit are called
overcritical, below this density they are referred to as undercritical.

The propagation of an electromagnetic wave with frequency ®; in an underdense
plasma is described by the plasma dispersion relation

=k + 0. (2.39)

Using the refractive index, 1, of the plasma, that is defined by

2
n:\/l—(%) =\/1—(-’1°—), (2.40)
wr, ey

the group and phase velocity of the electromagnetic wave, v, and vpp, in the plasma read

ac'-)L oy, 1
VgTZWZTI'C and vPh:E:ﬁ

- C. (2.41)
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As the refractive index 7 in a plasma with n, < ng is always smaller than 1, the group
velocity is smaller and the phase velocity larger than c.

The intensity dependence of the refractive index 1 via the relativistic Lorentz factor,
(y) = (14a?)'/?, that is averaged both over the fast laser oscillations and locally over a
large number of plasma electrons, has several consequences on the propagation of laser
pulses of relativistic intensities in plasmas.

e The plasma frequency decreases for increasing laser intensity. Therefore, a plasma
layer with an electron density n, that is overcritical and therefore non transparent
for a sub-relativistic light wave with ap < 1, can become transparent for a laser
pulse with ag > 1, when the condition

> >
E_Om<ne<.€&2m°.,;1+a% (2.42)
e

o2

is fulfilled. This phenomenon is called self-induced transparency [62].

e If a laser pulse with a moderate intensity, that is on the one hand low enough to be

treated classically but on the other hand sufficiently high to significantly enhance
the ionisation degree of the plasma by optical field ionisation, the electron density
in the center of the focus is increased due to the ionisation, while the density re-
mains unchanged outside the focus. This leads to a lower refractive index in the
center of the beam, what in turn increases the phase velocity, vpn = ¢/M;, of the
laser wave in the center compared to the wings of the focus. Therefore, the plasma
acts as a negative lens, defocusing the laser beam. This effect is called ionisation
defocusing.
When a relativistic laser pulse is focused into a plasma, the averaged electron mass,
(y)me, increases the more during the oscillation in the laser field, the higher the local
intensity is. This leads to a reduction of the refractive index on the laser axis com-
pared to the wings of the focus. If this effect dominates the ionisation defocusing,
the plasma acts as a positive lens further increasing the intensity compared to the
focusing in vacuum. This effect is called relativistic self-focusing. Furthermore,
the electrons are ponderomotively scattered out of the center of the focus where the
intensity is higher, decreasing the local electron density. This effect, that further
enhances the laser-beam focusing, is referred to as ponderomotive self-focusing.
The power threshold above which relativistic self-focusing dominates over ionisa-
tion defocusing is given by [63]

2 4 3
fhsgy AL TUHOKE, (E‘i) —17.4GW - (&) : (2.43)
e e He e

where mo.c” /e = 511KkV is the voltage corresponding to the electron rest energy and
dmegmec’ /e = 17KA is the Alfvén current [64], which is the maximum current that
can be transported through vacuum (see below).
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2.2 Electron-Acceleration Mechanisms in Plasmas

When a high-intensity laser pulse interacts not only with a single electron, as discussed
in section 2.1.1, but with a plasma, the situation becomes much more complex, as a large
variety of nonlinear effects associated with the collective behaviour of the electrons opens
up. It turns out that a large number of plasma electrons can very efficiently be accelerated
by such laser pulses. A fraction of several tens of percent of the laser pulse energy can be
converted into electrons in the MeV-range forming a directed electron beam — in contrast
to the pure heating of a plasma resulting in an almost isotropic velocity distribution. As
all these different collective effects potentially influence each other, a description of the
whole picture as complete as possible can only be done by numerical simulations.

Depending on the experimental conditions, different acceleration mechanisms can be-
come dominant. In general, they can be divided into two groups. First, electrons are
accelerated at or close to the surface of the overcritical plasma layer, where the laser pulse
is stopped and partly reflected. These effects play a role in experiments with solid tar-
gets, where such a layer exists. Second, electrons are accelerated in underdense plasma
regions, as they occur in gas targets or in long-scale-length preplasmas in front of a solid
target. These effects become dominant, when the laser pulse can propagate through un-
derdense plasma regions extending over a distance that is much longer compared to the
focal diameter.

2.2.1 Electron Acceleration at the Critical Surface

In experiments with solid targets, the intrinsic laser prepulse due to amplified spontaneous
emission is intense enough to generate a preplasma on the target front side, in which the
electron density rises from 0 in vacuum to the solid density (~ 102 cm~?) over a scale
length that depends on the prepulse characteristics. When the main pulse is incident on
the overdense plasma surface (~ 10?! cm™3) that is parallel to the initial target surface, it
is partially reflected. As the beam cannot propagate beyond this overcritical surface, the
field gradient is maximal here and directed normally to the target surface. The pondero-
motive force that is antiparallel to the steepest field gradient consequently drives electrons
perpendicularly into the target. While the surface of the overcritical layer is initially par-
allel to the target surface, it is deformed during the interaction with the laser as the laser
pulse pushes electrons forward and sideways. This effect is referred to as laser hole bor-
ing. In the context of relativistic laser-plasma interaction, it has been identified in 2-D PIC
simulations [65]. Due to this effect, the direction of electron acceleration is no longer only
perpendicular to the target surface, but occurs in a direction between target normal and
laser direction [66]. The mean energy or the effective temperature, kg7, of the electron
population accelerated in this way can be estimated by the ponderomotive potential of the

laser to
kT, = mecz(M—l)

[le
0.511MeV - 1+ L —1). 2.44
(\/ 1.37x 10'8W/cm?um? ) S
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This relation has first been deduced from PIC simulations carried out by S. Wilks ef al.
[67] and verified experimentally by G. Malka et al. [8]. Typically, a fraction of | = 25%
of the laser energy, Ey, is converted into electrons having such a Boltzmann temperature
[9]. Laser pulses from ATLAS, delivering an energy of Ep = 850mJ on the target with
AL = 790nm at an averaged intensity of / = 1.5 x 10'"* W /cm?, generate an electron
population with a quasi-temperature of kgTe ~ 920 keV. The total number, N, of this
population can be estimated to be the total energy of the population divided by their mean
energy:

nEL 12
= =1.44 x 10"~ 2.45
Ne ToT X (2.45)

Brunel Heating

In this scenario, a p-polarised® laser pulse is focused under oblique incidence onto a solid
target with a steep density gradient, i.e. a short scale length, Ly, of the order of the laser
wave length [68]. As in vacuum, the transverse electric field of the laser accelerates elec-
trons sideways. While in vacuum the electrons would oscillate symmetrically around the
laser axis, in regions close to the critical surface of the solid the electrons only experi-
ence the electric field of the laser in areas of undercritical density. They are accelerated
towards the vacuum in the first laser half cycle, turn round and are accelerated into the
solid, where they feel no restoring forces any more as the laser fields cannot penetrate
into overdense regions. Via this mechanism the electrons can gain energy and enter the
solid along the direction of the gradient, but the acceleration is only effective for steep
gradients (otherwise the necessary differences in the forces acting on the electron during
the two laser half cycles are too small).

2.2.2 Electron Acceleration in Underdense Plasmas
Laser Wake-Field Acceleration

When a short laser pulse is focused into an underdense plasma, the ponderomotive force
acting at the leading edge of the pulse expells electrons from the focal region. This charge
separation excites a plasma wave that follows the laser pulse in its wake and co-propagates
with the group velocity, ve; = ¢ 1 < ¢, of the laser pulse in the plasma. The longitudinal
electric field in the plasma wave can trap electrons that can gain a large amount of kinetic
energy, when they travel with the wave. This acceleration mechanism, that is called laser
wakefield acceleration (LWFA), was first proposed by T. Tajima et al. [69]. It is most
efficient, when the laser pulse duration is half as long as a period of the plasma oscillation,
i.e. if T = 1/ ®pe. If the laser pulse is longer than the plasma period, it is modulated with
the plasma frequency by the electron density modulations associated with the plasma

3For p-polarisation, the electric field vector of the laser pulse incident on the target under oblique incidence
lies in the plane defined by the k-vector of the wave and the target normal. For s-polarisation, the electric
field vector is perpendicular to this plane. Here, the laser electric field vector has no component parallel
to the target normal, as it is the case for p-polarisation.
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wave. This regime is called self-modulated laser wake-field acceleration (SM-LWFA).
The problem is to trap electrons efficiently; large trapping occurs when the plasma wave
breaks, i.e., when groups of wave electrons move faster than the wave’s phase velocity.

Direct Laser Acceleration

During the interaction of a relativistic laser pulse with a plasma of undercritical density
self-focusing of the laser pulse can occur, when the power threshold, eq. (2.43), is passed.
This reduces the focal diameter of the laser and increases the intensity compared to fo-
cusing in vacuum. A plasma channel is formed along the laser axis, that extends over
a distance of many Rayleigh lengths (cf. chapter 3.1) of the vacuum laser focus. In this
channel, the ponderomotive force of the laser radially expells electrons and additionally
drives a high electron current along the channel. This leads to the formation of a strong
radial electric field due to the lack of plasma electrons in the channel center and a strong
azimuthal magnetic field due to the high current. An electron running under small initial
pitch angles to the axis of the channel is bent back by the strong electric and magnetic
fields and starts to oscillate in these fields. If this electron oscillation is in resonance
with the Doppler-shifted laser light oscillation, and if the phases between electron and
laser field match, the electron can gain a large amount of energy directly from the laser
fields. This mechanism is called direct laser acceleration (DLA) and has been described
by Z. M. Sheng, A. Pukhov, and J. Meyer-ter-Vehn [70,71]. In an experiment carried out
by C. Gahn at MPQ using the ATLAS laser system, it has been demonstrated clearly [10].
It is capable of accelerating electrons to very high energies, but it requires a long region
of underdense plasma as present in a gas jet or in a long-scale-length preplasma that a
plasma channel can build up. For the “ideal” conditions of a gas jet, where a self-focused
channel of 400-um length was observed, an energy conversion of 5% from laser light to
fast electrons was measured in [10].

To estimate the efficiency of this mechanism in experiments with solid targets, the
length over which such a plasma channel can form, has to be determined. This is the
length of the region, where the electron density is above the density for self-focusing,
given by eq. (2.43) and below the critical density, n;, where the laser pulse is reflected.
Depending on the preplasma conditions, this region can be as short as a few 10’s of um
for very short laser prepulses or as long as several 100’s of um for very long and intense
prepulses. In the experiments of this thesis, this length was of the order of 10um to
50um. Hence, it can be estimated that the efficiency of electron acceleration via DLA
will be less than 5% in the experiments reported here. For the case of a long-scale-length
preplasma formed by a second, synchronised ns-laser pulse as in [72], the efficiency of
this acceleration mechanism might increase again. In appendix A, some results from an
experiment are described, where electrons were accelerated in a plasma channel via direct
laser acceleration. In this experiment, a long-scale-length preplasma was generated by
a synchronised ns-Nd:glass laser pulse. The plasma channel extended over more than
400 um.
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Concluding Remarks

Although these are only some examples for different possible scenarios to accelerate elec-
trons at the target front side, multi-dimensional PIC simulations show that the electron
injection into the target mainly occurs in a direction between target normal direction and
laser propagation direction [66]. Here, the deformation of the critical surface due to hole-
boring is important, too. The direction of the electron injection into the target also depends
on the preplasma conditions [73]. For scale lengths above 10... 15um, the direction of
the electron beam is mainly directed in laser forward direction, for scale lengths below
3...5um, the electron injection into the target is mainly parallel to the target normal di-
rection. Recent experiments carried out at MPQ by F. Brandl [74] and J. Stein show a
clear distinction between the two acceleration directions, one in laser direction the other
one in target normal direction.

By these effects, a large number of highly energetic electrons is generated that are
capable of propagating through the target. During their passage through the overdense
part of the target, collective effects of the beam electrons play a role, too. They will be
discussed in the next section.

2.3 Electron-Beam Transport Through Overdense Plasmas

In the last section, mechanisms to accelerate ~10'? electrons (cf. eq. 2.45) with a tem-
perature of ~1MeV were described. As the acceleration process occurs within the laser
pulse duration only, the corresponding hot-electron current entering the target is of the
order of I ~ Nee /1 ~ 10° A. This value exceeds by far the Alfvén limit for electron cur-
rents, 5 = Py- 17kA [64]. No electron current above this limit can freely propagate in
vacuum, as for such a current the beam electrons are forced on bent trajectories by the
self-induced magnetic field that no net current above this limit can be transported in the
initial beam direction. However, in a plasma the transport of currents above the Alfvén
limit is possible, when the hot-electron current is locally com pensated by a suitable return
current. This return current is driven by electric fields induced by magnetic field build-up
due to the fast-electron current itself and by charge separation in the target. While the
hot-electron beam is generated at the critical density, ne, and the beam density is of the
same order (~10?! cm~3), the electron density of the return current, n, is of the order
of the solid density (~10%cm™3). Consequently, the return current consists of a slow
drift of the background electrons. For conductors, the return current can be carried by the
free electrons. In insulators however, free electrons first have to be generated by field or
collisional ionisation [75]. These ionisation processes strongly reduce the energy of the
hot-electron beam.

The configuration of two counter-streaming electron currents is highly unstable with
respect to the Weibel instability [76], as small local perturbations in the current densities
that violate the exact balancing of the two currents give rise to azimuthal magnetic fields
generated by the arising net current that tend to pinch this net current and to expell the
return current out of this local region. This can lead to the formation of beam filaments,
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each carrying up to one Alfvén current, that is cylindrically surrounded by a return current
almost cancelling the magnetic field outside the filament. When two of these filaments
coalesce afterwards due to residual attraction, a part of the energy carried by the hot-
electron current is converted into transversal heating of the surrounding plasma, until the
current carried by the merged filament is reduced to one Alfvén current again. If this
effect, that was described by M. Honda [77], sets in, it leads to a significant dissipation of
energy, the electron beam undergoes so-called anomalous stopping.

While the distance between the filaments described above is on a sub-um scale, the elec-
tron beam as a whole having an initial diameter of several micrometers can undergo beam
pinching, too. This can be understood qualitatively as follows. The background plasma
is Ohmically heated by the return current [41, 75] leading to a non-uniform temperature
distribution of the background plasma producing a spatial variation of the resistivity of the
plasma that strongly depends on the temperature [78]. This gives rise to a spatial variation
of the electric field driving the return current that generates an azimuthal magnetic field
that can pinch the electron beam as a whole [79]. This scenario is investigated in detail in
chapter 8.2 using a fast-electron-transport code developed by J. J. Honrubia [80] .

2.4 Proton-Acceleration Mechanisms

As described at the end of section 2.1.1, the direct interaction of protons and all the more
heavier ions with laser light of presently achievable intensities is by far not strong enough
to accelerate these particles to MeV-energies. However, the plasma electrons can mediate
the forces of the laser fields to the ions by the generation of strong and quasi-static electric
fields arising from local charge separations. These fields can be of the same magnitude as
the fast-oscillating laser fields, but they vary on a time scale comparable to the laser-pulse
duration giving the ions a significantly longer time to be accelerated.

In this section, the two main proton-acceleration scenarios will be described, that can
both provide sufficiently strong electric fields over a sufficiently long time. According
to these two scenarios, protons can either be accelerated in the vicinity of the laser focus
at the target front side, where the ponderomotively expelled electrons leave behind a
positive space charge of ions, or at the target rear side, where the electrons, that have
been accelerated by the laser on the front side and have propagated through the target,
form a thin Debye-sheath, that also provides strong and long-lasting electric fields.

2.4.1 Proton Acceleration at the Target Front Side

The first possible mechanism accelerates protons at the front side of the target in the vicin-
ity of the laser focus due to electrostatic fields arising from the ponderomotive expulsion
of plasma electrons from regions of high laser intensities. The front-side proton acceler-
ation has recently been studied by Y. Sentoku ef al. using a 1-D PIC code [81]. In these
simulations, the laser pulse is focused into a preplasma having a um-scale length, that
has been formed by the intrinsic prepulse of the laser. This preplasma is assumed to be
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quasi-neutral before the arrival of the main pulse, i.e., electron and ion densities balance
each other: neo(x) & njo(x), as it is sketched in Fig. 2.2 (a). When the main pulse of rel-

EXT
— X

Figure 2.2: Electron and ion densities, neo and njp, at the target front side immediately before (a)
and during (b) the interaction of a relativistic laser pulse with the preformed plasma. _Due to t'he
ponderomotive force, electrons are piled up at the laser-pulse front, until the electrostatic potential
of the charge separation, @), balances the ponderomotive potential of the laser, @pond.

ativistic intensity with a normalised vector potential ay arrives at the relativistic critical
surface, electrons are ponderomotively expelled out of the focal region, until the elec-
trostatic potential, @, arising from the charge separation balances the ponderomotive
potential, @ponq, of the laser, that was given in eq. (2.32), what leads to

Dgj ~ Ppong = mecz(‘y— 1) = Mec” (\f 1 +a§ - l) 2 (2.46)

This situation is shown in Fig. 2.2 (b). When a single proton experiences this potential,
it can gain a maximum kinetic energy equal to the potential difference. This holds true,
as long as the acceleration field lasts long enough for the proton to be accelerated to this
energy. The life-time of the field can be estimated to be the laser pulse duration, Tp.. The
necessary proton-acceleration time, Tacc, that has to be compared to the field duration, Tp,
will now be derived — following the paper by Sentoku.

The 1-D equation of motion for a proton in the front-side acceleration field, E,, reads

dv dE
—B_ P 2.47)
m = ek, (
Pdt dx
where mj, and v, are proton mass and velocity, respectively, and E, = %mpvg is its kinetic
energy. To integrate this equation, it is assumed that the electrostatic field, E,, is constant
with an averaged value of E,9/2 over an acceleration length xpax, that will be determined
below. Then the kinetic energy as a function of distance, x, is given by

Ey(x) = e%x. (2.48)

As the maximum proton energy reached at the end of the acceleration length, xpmax, equals
the ponderomotive potential, i.e., Ep (Xmax) = Ppond = kaTe, and as the maximum value of
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the electric field is Eq =~ kgT./elp, (see next section), the acceleration length is Xy =
2Ap. Note that this differs from the assumptions made by Sentoku [81], where Xy ~
Ap/2 and Ey  2mec?(Y)/ehp were assumed. Under these assumptions, the protons
do not gain the maximum energy equal to the ponderomotive potential. Therefore, the
different values as described above are used here to fulfill this requirement and to obtain
a coherent picture of the front-side acceleration.

To obtain the acceleration time, Ty, the relation

2 -
ﬁ(dt) ety o st (2.49)

2 \dr 2 vV (eEyn/mp)x

is used and integrated from x = 0 to xpax = 2Ap, where E,o was assumed to be constant:
2\
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The Debye length at the critical density, that is given in eq. (2.38), can be written as
A2 = €okp T o kg T . kpTe ki

(2.50)
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This finally leads to the following expression for the proton-acceleration time
8 T Ti
i IO 3N (2.52)

Tase = 4 | — 2 20 X
e m.(y) 2m Vo

where 7j, = A /c denotes the laser period. For ATLAS conditions (7, = 2.63fs and (y) ~
2.8), one finds T, = 32fs, what is significantly shorter than the laser-pulse duration of
T = 150fs. It can therefore be concluded that during the interaction of the laser pulse with
the preplasma on the target front side, a single proton can be accelerated to the maximum
energy determined by the ponderomotive potential of the laser. Note that egs. (2.51) and
(2.52) differ from [81], where Ap ~ Ap was assumed. The acceleration time predicted by
Sentoku for ATLAS conditions would be 70fs. Nevertheless, both estimates for T,.. are
well below the laser-pulse duration in the experiments described in this thesis.

Further investigations of the front-side acceleration carried out by Sentoku in [81] with
1-D PIC simulations revealed an additional collective effect of the protons, that increases
the maximum proton energies. During the interaction with the laser pulse, a proton front
with a very sharp density peak is formed. As the local electron temperature is too high
(and thus the local Debye length too long) to shield the strong electrostatic repulsion
forces within this proton front, it explodes afterwards further accelerating the fastest pro-
tons. In the simulations an increase of the peak proton velocity by a factor of 1.5 was
observed. This further increases the maximum proton energy by a factor of (1.5)2.

Taking all these considerations into account, an analytical estimate for the peak energy
of the front-side accelerated protons for laser pulses with T, > T, can be given. Itis

Epsom = (1.5)%-kgTe

I
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and for i, = 1.5 x 10'°W /cm? and A, = 790nm as in the experiments described in chap-
ter 5, the maximum energy for protons accelerated at the front side of the target is

Ep from = 2.1MeV. (2.54)

All the assumptions and conclusions discussed above are based on 1-D geometry. How-
ever, as the laser focus in a real experiment has a finite diameter and as the charge-
separation sheath in which the acceleration occurs will no longer be plane but convex-
shaped, the protons will consequently be accelerated in a cone having a large opening
angle around the target normal, which is the initial direction of the electron density gradi-
ent as discussed above.

2.4.2 TNSA-Mechanism for Proton Acceleration from the Target Rear Side

The second possible mechanism also providing strong and slowly-varying electric fields
for an effective proton and ion acceleration acts at the target rear surface. In this section,
the physical picture of the mechanism will be described and an analytical description for
the evolution of the electrical field driving the acceleration will be derived.

The Physical Picture

MeV-electrons that have been generated in the laser focus propagate through the target
as discussed above. After the fastest electrons have left the target at the rear side, a
strong electrostatic potential is built up due to the charge separation in the vicinity of
the rear-side target-vacuum boundary. As soon as the subsequently arriving electrons
pass this boundary, they are held back and forced to return into the target. Due to this
mechanism an electron sheath is formed at the rear surface of the target. An estimation
for the initial electric field strength shows that the fields are by far strong enough to ionise
atoms at the target rear surface (see below). These ions can subsequently be accelerated
by the same fields. Due to unavoidable contaminations of water or pump oil vapor on
the target surfaces, the favorably accelerated ion species are protons, as they have the
highest charge-to-mass ratio. They leave the target together with comoving electrons
forming a quasi-neutral plasma cloud. As the plasma density in this cloud quickly drops
after the detachment from the target and as the temperature remains high in this cloud,
recombination effects are negligible for propagation lengths in the range of several meters
[82]. The situation for the rear-side acceleration mechanism is sketched in Fig. 2.3.

The electric field lines are parallel to the normal vector of the target rear surface and also
the ion acceleration is aligned along this direction. Therefore, the mechanism is called
Target-Normal-Sheath Acceleration (TNSA). It has first been described by R. Snavely and
S. Wilks [15, 17] in short-pulse experiments using the NOVA-Petawatt laser at Lawrence
Livermore National Laboratory, where the emission of protons normal to both rear sur-
faces of a wedge-shaped target was observed. Since then it has been widely accepted as a
possible mechanism to accelerate protons to kinetic energies well above 1 MeV.
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Figure 2.3: Sketch of the TNSA-mechanism. The laser pulse coming from the left is focused into
a preplasma on the target front side having a long Debye length, Ap froni. Which has been formed
by the laser prepulse. Electrons are accelerated in the laser focus. They propagate through the
target setting up an electrical field due to charge separation when they leave the target at the rear
surface, forming a thin electron sheath with a much shorter Debye length, Ap reqr. This electrical
field ionizes atoms at the rear surface and accelerates them in target normal direction. The ions
leave the target in a quasi-neutral cloud together with co-moving electrons.

The physical model underlying the TNSA-mechanism has already been described in
the early 1970’s for the acceleration of ions using ns-laser pulses [83—85]. The significant
differences to present-day experiments are the much shorter laser-pulse durations, the
much higher electron temperatures, and the associated different temporal evolution of the
electric fields driving the acceleration process. For long-pulse experiments, the plasma at
the target rear surface slowly expands. Due to the expansion of the positive ion distribution
(see below), the electric field at the ion front is reduced during the expansion. Therefore,
the acceleration becomes almost ineffective already during the laser pulse duration. For
short-pulse experiments however, the life-time of the acceleration field is dominated by
the laser pulse duration and not by the ion expansion itself. The acceleration process is
terminated, when the laser pulse is over.

The TNSA-mechanism works as well at the target front surface, as the MeV-electrons
that were initially accelerated in laser direction, are reflected at both target surfaces due
to the space charge fields. They can travel through the target to and fro several times,
while they loose their energy and quickly spread out sideways, heating up the bulk of the
target. Protons accelerated at the target front side by TNSA leave the target along the
front-side normal direction into the front-side half space*. This effect has been observed
by G. D. Tsakiris et al. [24] and recently by E. Clark et al. [13]. Due to the much longer

4Note that the front-side acceleration described in the last section accelerates the protons info the target,
while the TNSA-mechanism at the target front side described here accelerates ions into the front half
space, i.e. away from the target.
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scale length in the front-side blow-off plasma, that has been generated by the laser pre-
pulse, the electric fields are much lower here. Although the potential difference is equal
for both target surfaces, the electric fields, that are proportional to the potential gradient,
are inversly proportional to the Debye length in the plasma sheaths at each target surface.
As the potential difference and the electric fields are only kept up as long as the elec-
tron temperature remains high, ions accelerated at the target-front side gain much lower
energies by the TNSA-mechanism.

The initial TNSA-model by S. Wilks [17] provides an analytical estimate only for the
electric field at the beginning of the acceleration process, which was also derived in ear-
lier papers that described the plasma expansion into a vacuum driven by a hot-electron
population [84]. The evolution during the expansion of the proton distribution could only
be studied with multi-dimensional computer codes, that quickly reached the limits of even
the most powerful computer systems. P. Mora recently provided an anal ytical description
of the evolution of the peak electric field in the expanding plasma cloud during the whole
acceleration process for planar geometry [86]. These formulas can exactly be reproduced
by numerical but time-consuming simulations, as it will be shown in chapter 7. If one is
interested in the peak energy of the protons only, these formulas can be used to accurately
predict the peak proton energies achieved during the acceleration process from the target
rear side.

Estimation for the Initial Electric Field

To derive an expression for the initial electric field, %y, at the target rear side, the simplest
case of a pre-ionised hydrogen plasma with a step-like hydrogen-density distribution at
the rear surface, x = 0, is investigated. When an electron population with a Boltzmann-
like temperature, T, and an initial electron density, neo, exits the target at the rear side, an
electrostatic potential, @ (x), is generated that is in thermal equilibrium with the electron-
density distribution, ne(x):

ne(X) = nep - exp (%?(,i)) ; (2.55)
[

Furthermore, the Poisson equation provides another potential dependence of the charge

densities, and one obtains
eDy .l‘)
exp (‘H_BTE ) —1 forx<0, (D

2
eDy(x
exp (—E%E—l) forx>0, (II)

where p(x) is the total charge distribution and n, = neg for x < 0 is assumed, which implies
charge neutrality for x — —eo. Case (II) can be integrated analytically to

eDe) (x) ( X
=—2n{1 —1 forx>0. 2.57
kT, T 2o = Ll
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Here, eg = 2.71828... denotes the basis of the natural logarithm. From this expression for
the potential, the electric field, Ey, that has its peak value at the target-vacuum interface,
x =0, at time t = 0, can be derived by

0Dy 2 kgT: 2 kpTuneg 2
Eor=— _V:O—ﬁ/es-e}m— S S o (2.58)

with By = \/kgTonep/€9. Note that for the case of a step-like proton distribution the
initial value of the electric field at the rear surface depends on the initial electron density,
nep, and the electron temperature, T, only. For an electron population with a density of
neo = 7.3 x 10%%m~3 and a temperature of T, = 920keV, the peak value of the electric
field is E = 3.0 x 10'?V/m, which lies well above the threshold for field-ionisation of
atomic hydrogen, 3.2 x 10'°V/m [87]. This justifies the assumption of a pre-ionised
hydrogen target at the rear surface. Note that this field is of the same order as the fast-
oscillating laser field in the focus. If one would assume this field to be constant over the
laser-pulse duration, t;, = 150fs, it would lead to a maximum proton energy of 9.6 MeV.

The integration of eq. (2.56) inside the target, i.e. for case (I), can only be carried out
numerically. A simulation code, that calculates the potential in both regions (I) and (II)
for all times t > 0 during the expansion of the proton distribution at the target rear side,
will be described in chapter 7.

Description of the Proton Expansion into the Vacuum

Starting from these initial conditions shown in Fig. 2.4 (a), the proton distribution ex-
pands into the vacuum, as it can be seen in Fig. 2.4 (b). The expansion is driven by the
electric field that is generated by the hot electrons leaking out at the back of the target and
forming the rear-side Debye sheath. This electric field is kept up as long as the electron
temperature remains high, i.e., as long as the laser pulse accelerates electrons at the target
front side. But already during the laser pulse duration, where the electron temperature
remains high, the peak electric field decreases due to the expansion of the proton distribu-
tion, as the positive charge distribution of the protons, which is no longer step-like during
the expansion, partly shields the electric field.

The plasma expansion into the vacuum is described by the equations of continuity and
motion of the protons

d d dv,

(§ + vpa) np = —npa—; and (2.59)
) d B e 0D

(§ % ax) LA my ox 260

where vp = vp(x,7) and np = ny(x,t) are the local velocity and density of the protons,
respectively. Using the ion-acoustic velocity, ¢s = /(ZkpTe + knT;)/my ~ /ksTe/mp
for protons with 7; < T, and Z = 1, a self-similar solution is found for x+ cst > 0 [88], if
quasi-neutrality is assumed in the expanding plasma with

£

He = np——-ncg-exp(—g—l), (2.61)
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Figure 2.4: Electron and proton densities at the target rear side immediately before (a) and during
(b) the expansion, that is driven by the electric field set up by the hot-electron population exiting
the target rear surface. During the expansion, the protons that were initially situated at x = 0 form
a well-defined front at the leading edge of the proton distribution. In this situation, the laser comes
from the left and interacts with the target front side, what is not shown here.

Vp = CS+§$ and (262)
g - 2k_H 2.63)

Here, Wyp = \/nepe” /€omy is the proton plasma frequency. This self-similar solution has
no meaning as long as the initial Debye length, Apy = €0kp T /nepe?, is larger than
the proton-density scale length in the self-similar solution, cgt, that is for wpyt < 1 [86].
Furthermore, this solution predicts a proton distribution that extends to infinity with a
non-converging proton velocity for x — oo, which contradicts the real situation, where
protons originally situated at the target surface at x = 0 form a well defined front at the
leading edge of the expanding proton distribution [84]. To solve this discrepancy and to
account for the large differences in the distributions of electrons and protons that set up
the strong electric fields, the proton distribution is assumed to extend up to the proton
front only. The position of the front is (first empirically) defined by the condition, that
the local Debye length, Ap = Apo - \/1e0/ne = Apo - exp[(1 + x/cst) /2], equals the self-
similar density scale length, cst. At this position, the self-similar solution predicts a proton
velocity of vp g = 2¢5In(wppt), implying that the electric field at the proton front has a
value of

%o
HE2E,=2—, 2.64
Eie(1) = 2% O (2.64)
which is obtained by integrating eq. (2.63) over time. Together with eq. (2.58), one has
two asymptotic solutions for the electric field at the proton front for ¢ = 0 and for wppt > 1.
Mora showed by comparison with 1-D simulations [86] that the peak value of the electric
field at the proton front is very accurately described for all times ¢ > 0 by

(2.65)
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with T = @yt //2eg. Obviously, this expression has the exact asymptotic behaviour both
for # = 0 and for wppt > 1. In chapter 7, the exact validity of these assumptions will be

shown by comparing the fields predicted by this equation with results obtained from a
numerical simulation.

Maximum Proton Energy and Spectrum for the Rear-Side Acceleration

Based on the expression (2.65) for the electric field, analytic formulas for the velocity,vg (1),
and the position of the proton front, x¢(t), are found by integrating the proton equation of
motion dvg/dt = eEg; /my, and dxg/dt = vg over time:

vie(t) = 2¢-In(t+ V12 +1) and  (2.66)
w(t) & 24/2ep Ao [r-ln(w \/12+1)—\/r2+1+1]. (2.67)

If the proton-acceleration time, ¢, is assumed to be the laser-pulse duration, T, , what is
a good approximation for the duration where the electron temperature remains high, one
finally obtains the maximum proton energy to

1
Eprear = =mpvi =2 2kgT, - |In

3 (2.68)

Here, the maximum energy of protons accelerated from the rear side of the target, Ej rears
only depends on the laser-pulse duration, 7, the hot-electron temperature, T,, and the ini-
tial hot-electron density, nep, at the target-rear surface. For the same parameters that were
used before to estimate the maximum proton energy from the target-rear side, eq. (2.68)
yields a maximum energy of 4.5MeV, which is smaller by more than a factor of 2 com-
pared to the case, where a constant electric field was assumed. This shows that a correct
description of the rear-side proton acceleration has to take into account the real evolution
of the electric field including shielding effects by the expanding proton distribution itself.

The proton-energy spectrum predicted by the self-similar solution has the following

form [86]:
o/ S - 2Ep
dE, O el P\ T\ T

gt L el 2 (2.69
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This energy spectrum would extend to infinite proton energies in the pure self-similar
model and it would only increase in number for longer interaction times. However, as
it was discussed above, the protons show a sharp energy cutoff due to the formation of
a proton front during the acceleration process. Therefore, also the energy spectrum only
extends up to the peak energy of the protons situated at the front. It was shown in [86] that
the real spectrum calculated from simulations only weakly deviates from the self-similar
solution, if it is assumed that the self-similar spectrum only extends to the cutoff energy.
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Electron Populations with Two Temperatures

Up to now, the rear-side proton acceleration was assumed to be driven by a 1-temperature
electron distribution only. However, the laser-plasma interaction on the target front side is
quite complex, as it was discussed above, and results in a total electron-energy spectrum
having more than only one quasi-temperature. As also the modification of the electron
spectrum during the passage of the electron beam through the target is a complex problem,
numerical simulations are the only tool to approximately describe the propagation and
the resulting electron spectrum at the target rear side that is responsible for the proton
acceleration. To analytically estimate the influence of an electron spectrum exhibiting
more than only one temperature, M. Passoni ef al. [41] have investigated the effect of
a two-temperature electron distribution on the initial field strength, %, that drives the
proton acceleration. Depending on the ratio of the quasi-pressures, Peold/Phot, of the
electron populations, where peold = eold Teold and phot = NhotThot, the authors conclude
that even for the case of equal quasi-pressures, the hot-electron component dominates
the initial electric field strength, Fo. This is consistent with recent numerical simulations
carried out by P. Mora, where the proton acceleration with a two-temperature electron
population was investigated [89]. Here, the increase of the proton-peak energy due to
the cold electron component was estimated to be of the order of 10% only. This allows
to neglect the effect of a colder electron component, when peold /prot < 1 is satisfied.
Considering an additional, hotter electron population (e.g. generated by DLA) but with
a significantly lower conversion efficiency (only a few percent compared to 25% for that
one generated at the critical density), one can assume that this hotter population also has
a negligible effect on the proton acceleration, because here peold/Prot = 1 is fulfilled.
For this case, the acceleration is dominated by the colder component, i.e., again that one
accelerated at the critical density as described in section 2.2.1.

Concluding Remarks

Although the assumption that the rear-side acceleration terminates when the laser pulse
is over might underestimate the maximum kinetic energies of protons, the electric field
quickly drops as both the electron temperature drops and also the rear-side density de-
creases, as the electrons, that oscillate through the target, quickly spread out sideways
from the center of the electron beam, reducing the electron densities in the rear-side
sheath. Finally, the electric field has already dropped significantly due to the expansion
of the proton distribution when the laser pulse terminates. Taking all these aspects into
account, it appears to be a good estimate that the main part of the proton acceleration
occurs during the laser-pulse duration only.

The analytical description of the rear-side acceleration is only valid for an initially step-
like proton distribution before the expansion starts. The reduction of the electric fields due
to an initial ion-density scale length at the rear side of the target, as it can be formed by
a prepulse-launched shock wave [37] or by a second laser beam incident on the target
rear surface [42], cannot be taken into account. These effects are discussed in chapter 7,
where a 1-D simulation code will be introduced that was developed during the course of
this thesis to include such preplasma effects.

ﬁ—%ﬁ——

Chapter 3

Experimental Setup

This chapter describes the ATLAS laser system and the characterisation of the generated
laser pulses used for the experiments of this thesis. After a short general description of the
whole laser system and the target chamber, the wave-front correction by adaptive optics
and the control of the prepulse pedestal are described in detail, as their implementation
into the beamline was a major part of this work and indispensable for the experiments that
will be presented in chapter 5.

3.1 The Multi-Terawatt Titanium:Sapphire Laser System ATLAS

The experiments described in this thesis were carried out using the laser system ATLAS
at Max-Planck-Institut fiir Quantenoptik (MPQ) in Garching [90]. ATLAS is a 3-table-
top solid-state laser system using titanium-doped sapphire crystals (Al,O3) as an ampli-
fication medium. Titanium:sapphire is well suited for the generation and amplification
of ultra-short laser pulses due to its broad amplification bandwidth between 650 and
1050nm. In an oscillator, pulses of a few nJ energy as short as 6.5fs [91] have been
obtained, the generation of mJ-laser pulses shorter than 10fs has been demonstrated [92].

Pulses with much higher energies in the multi-terawatt (TW) or even petawatt (PW)
regime [93] need to be amplified in a chain of several amplifiers. In the laser chain, the
power and intensity of the pulses have to remain below the thresholds for self-phase mod-
ulation and small-scale self-focusing to preserve the otical elements from damage. To re-
duce these quantities, either the diameter of the beam or its duration have to be increased.
While the first method is limited by the size of amplification crystals that can be fabricated
with good optical quality (in terms of doping homogeniety and surface flatness), the lat-
ter method is employed in the technique of chirped-pulse amplification (CPA) [1]. Here,
the short pulses having a finite frequency bandwidth enter a grating stretcher, in which
the different frequencies have to cover optical paths of different lengths. Such a stretcher
imprints a so-called positive chirp onto the pulse, i.e., the pulse components with lower
frequencies leave the stretcher earlier than the high-frequency components. While the
spectral shape of the pulse remains unchanged, its duration is increased by up to 5 orders
of magnitude. Power and intensity of the pulses are reduced by the same factor. After the
amplification, the pulses enter a grating compressor that imprints a negative chirp onto the
pulses that exactly cancels the positive chirp from the stretcher. Gain narrowing during the
amplification process prevents from reaching the original pulse duration after recompres-
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Figure 3.1: Schematic setup of the CPA-based laser system ATLAS. The diameters, durations,
and energies characterise the laser pulse at the different amplification stages.
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sion. At output energies between several 100’s of mJ and several 10’s of J, a duration of
~ 25fs appears to be practically reliable [3,94,95], reaching peak powers close to 1 PW!.

Based on the principle of CPA, ATLAS generates output laser pulses of t;, = 130...160fs
duration (FWHM) delivering an energy of up to Ej, = 900mJ onto the target resulting in
peak powers exceeding 6 TW. A system of two adaptive mirrors enhaces the focusability
of the laser pulses and allows nearly diffraction-limited focal spots with peak intensities
in excess of 10" W /cm? [49]. Furthermore, ATLAS is the first laser system that allows a
controlled variation of the prepulse pedestal. While producing moderate pulses in terms
of pulse duration, output energy, and peak intensities, ATLAS is a highly reliable laser
system well suited for systematic studies of relativistic laser-plasma physics.

The laser is built in modules comprising a fs-pulse oscillator (COHERENT MIRA 900),
a four-pass grating stretcher, three amplification stages, and finally an evacuated four-pass
grating compressor. After their recompression, the amplified laser pulses are transported
to the experiments through an evacuated tube system. Movable mirrors allow the guiding
of the pulses into different vacuum chambers. Here, the pulses are focused to a mi-
crometer spot by a high-quality off-axis parabolic mirror to achieve the highest possible
intensities on the target. Fig. 3.1 shows the schematic setup of ATLAS.

Oscillator and Grating Stretcher

In the front-end of ATLAS, a 76-MHz train of laser pulses of 100-fs duration and 10-nJ
pulse energy is generated in a commercial Kerr-lens mode-locked oscillator [96], that
is pumped by an Argon-ion laser. After stabilising the beam pointing with a closed-
loop system consisting of two pairs of quadrant detectors and piezo-driven mirrors, the
pulses enter a four-pass grating stretcher, where their duration is increased by a factor
of 1.5x 10* to 150ps. After the stretching and before the pulses are amplified in the
subsequent stages of the laser, pulses at a repetition rate of 10Hz are picked out of the
initial 76-MHz train by a Pockels cell (PC) located between two crossed polarisers.

Regenerative Amplifier and Prepulse-Control Unit

The first amplification stage is a regenerative amplifier built in the form of a linear laser
cavity. The vertically polarised laser pulses are deflected into the cavity by a polarising
beam splitter. A PC located behind this first beam splitter rotates the plane of polarisation
of the pulses by 90°, that can now pass a second polarising beam splitter behind the PC
without being reflected. The pulses make 13 round-trips in the cavity being amplified by
more than 5 orders of magnitude to an energy of 2mlJ. At appropriate time, the PC again
rotates the plane of polarisation by 90°, and the pulses are reflected out of the cavity by
the second polarising beam splitter.

! Another approach to generate PW-laser pulses is realised in large-scale CPA-Nd:glass laser systems. Due
to the relatively narrow bandwidth of this amplification medium, the pulse durations are significantly
longer (between 400fs and | ps), but the achievable energies are in the range of several 100’s of J [2,4,27].
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After the regenerative amplifier, the pulses pass two Pockels cells again located between
crossed polarisers, that strongly reduce the prepulse pedestal originating from ampli-
fied spontaneous emission (ASE) generated in the regenerative amplifier. This prepulse-
control unit will be described in section 3.3.

Multi-Pass Amplifiers and Grating Compressor

Then the ASE-cleaned laser pulses enter two four-pass disk amplifiers, where they reach
their final energy. After the first multi-pass stage, where the pulses are amplified to an
energy of 340mJ having a Gaussian spatial fluence distribution, the outer regions of the
beam are cut off by an 8-mm aperture and further amplified in the second multi-pass stage
in order to obtain a top-hat-like spatial beam profile. Due to the poor optical quality of
the final titanium:sapphire crystal, that produces a near-field beam profile with two sharp
intensity peaks, a first deformable mirror (DM) is installed in the beam path of the second
multi-pass amplifier, significantly smoothing the fluence pattern. After the amplification,
the pulses are recompressed by a four-pass grating compressor to a final duration of 150fs.

Before the amplified and recompressed laser pulses are guided into the target chamber,
the pulse wave front, that shows strong aberrations due to the amplification process in the
last amplifier and to the smoothing of the near-field fluence pattern by the first DM, is
corrected by a computer-controlled closed-loop system consisting of a Shack-Hartmann
wave-front sensor and a second DM. The two deformable mirrors and their effect on the
optical properties of the laser pulses will be described in detail in section 3.2.

The laser pulses lose a significant part of their energy on their way from the last am-
plifier to the target. Mainly due to reflection losses in the grating compressor only 60%
of the pulse energy is delivered onto the target. A laser pulse of initially 1.5-J energy
entering the compressor delivers an energy of only 900mJ onto the target that can be used
in the experiment.

Setup in the Target Chamber

Coming from the compressor chamber and the second deformable mirror, the laser pulses
of 62-mm diameter are guided through an evacuated tube system over movable mirrors
into different target chambers. The compressor chamber, the tube system, and each vac-
uum chamber are equipped with separate pump systems, each producing a vacuum pres-
sure below 107> mbar. In the target chamber, the laser pulses are deflected under an angle
of 30° to the horizontal plane by a last plane mirror, before they are focused by a 4"-
off-axis parabolic mirror with an effective focal length of 162mm onto thin foils that are
glued onto a target holder. Two synchronised probe pulses of 790-nm and 395-nm wave
length pass the target parallel to its surface from the side. The laser-target interaction
area is side-imaged by an f/4—lens with a magnification of ~10 onto two CCD cameras
separated by a dichroic mirror. This allows a positioning of the target front surface with
respect to the main-pulse focus within an accuracy determined by the spatial resolution of
the side-view image, which is ~ 10um. The setup of these two probe pulses and the pos-
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sibility to measure the electron density of a preformed plasma on the target front surface
are described in appendix A. The paths of the different laser pulses in the target chamber
are shown in Fig. 3.2.
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For an ideal top-hat like near-field profile with a plane wave front, the radius, r¢, of the
first Airy disk in the focal plane is determined by the beam diameter, Dy, the focal length
of the focusing optics, f, and the laser wave length, Ay, to [97]

re = 1.22-DLL7LL ~~ 2.5um. (3.1)

The confocal parameter of the laser focus in vacuum, which is twice the Rayleigh length,
XR, is given by

2
My
A
Within the confocal parameter, the laser intensity is reduced by a factor of 2 compared
to the peak intensity exactly in the focal plane. Again for an ideal top-hat like beam, a
fraction of =~ 84% of the total pulse energy is contained within this first Airy disk. An
averaged intensity, /i, is obtained from dividing the fraction of energy, nE}, contained
within the first Airy disk by the product of the disk area, rl:r?, and the pulse duration, T :
nEL

I = 2 (3.3)

2:xp =2 = 50um. (3:2)

Compared to this averaged intensity, the peak intensity in the center of the inner focal spot
is higher by a factor of ~ 4.38. However, the laser pulses delivered by ATLAS are neither
ideally top-hat like, nor Gauss-shaped. A detailed characterisation of the pulses and the
focusability is presented at the end of the next section.
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3.2 Improvement of the Optical Quality of the Laser Pulses
Using Adaptive Optics

In this section, we will describe the method of improving the optical quality of the ampli-
fied laser pulses in order to obtain as high laser intensities on the target as possible. In a
first step, the near-field fluence distribution has to be flattened and, in a second step, the
wave-front abberations have to be eliminated. This is done by means of two deformable
mirrors.

3.2.1 Smoothing of the Near-Field Beam Profile

Due to severe growth defects and doping inhomogeneities in the final 40-mm disk ampli-
fier of ATLAS 10, the quality of the amplified laser pulses is quite poor. In the near-field
beam profile two intense peaks show up as it can be seen in Fig. 3.3 (a). When the pulses

(a) Near-field profile without DM1 (b) Near-field profile with DM

Figure 3.3: Near-field profiles of the ATLAS pulse in the plane of the last compressor grat-
ing. While in (a) no adaptive optics are used, resulting in two strong peaks with fluences of
~ 300mI/cm?, the profile in (b) is significantly flattened to peak fluences of ~ 90mlJ/cm?* by
means of the first deformable mirror.

are amplified to an energy of 1.5J before they enter the vacuum compressor, the laser
fluence within these peaks exceeds ~ 300mJ /cm?. This peak fluence lies well above the
damage threshold of 150mJ /cm? of the compressor gratings. Under these conditions, the
energy of the laser pulses transmittable through the compressor is limited to 0.5] to pre-
serve the gratings from damage. This reduction of the pulse energy in turn significantly
reduces the laser performance.

To smooth the near-field profile of the laser pulses, a first bimorph deformable mirror
(DM) was installed just before the final pass of the laser pulse through the 40-mm disk

3.2 Laser-Pulse Improvements by Means of Adaptive Optics 35

amplifier, as it is sketched in Fig. 3.1. This first DM with a diameter of 30 mm has 17
active piezo electrodes. By applying voltages between —300V and +200V to the different
electrodes, the surface of the mirror can be deformed locally. This changes the fluence
distribution in the near-field profile in the plane of the last compressor grating (which is
=~ |1 m downstream in the laser chain) and it can be controlled on-line by a CCD camera.
As a result, the strong peaks in the beam profile are flattened and the profile is nearly
top-hat like as it is shown in Fig. 3.3 (b). With this fluence pattern, the laser pulses can
enter the compressor with a maximal energy of up to 1.5J without damaging the gratings.

3.2.2 Correction of the Laser-Pulse Wave Front

On the other hand, the profile is flattened at the expense of additional wave-front distor-
tions of the laser pulses leading to a very poor focusability. Fig. 3.4 shows the fluence
distribution in the focal plane as it is optained, when the first DM is optimised to give a
flat beam profile as shown in Fig. 3.3 (b).

Figure 3.4:  Fluence distribution of the laser pulses in
the focal plane of the off-axis parabolic mirror in the target
chamber. The first DM is optimised to obtain a smooth flu-
ence pattern, but due to the strongly disturbed wave front,
the focusability is quite poor and the pulse energy is scat-
tered over a large area in the focal plane, resulting in low
peak intensities.

To obtain laser pulses with an almost plane wave front and thus an improved focus-
ability, the wave-front distortions have to be measured and then corrected in a controlled
manner. This is done in the ATLAS laser by a closed-loop system consisting of a Shack-
Hartmann sensor and a second computer-controlled DM. In the Shack-Hartmann sensor,
the laser beam passes through a 2-D array of small lenses. Each lens focuses a small local
part of the beam onto a computer-read CCD resulting in a 2-D pattern of focal spots in
the plane of the CCD chip. Any local wave-front distortion of the laser beam causes a
sideways shift of the associated spot in the focal plane. After the focal-spot pattern of an
expanded beam from a 790-nm laser diode of 75 mm diameter with a wave-front distor-
tion smaller than A /20 was taken as a reference pattern, the wave-front distortion of any
other laser beam can be quantified with this sensor by comparing its focal spot pattern
with the pattern of the reference beam.

The wave-front abberations of the ATLAS pulses are corrected by a second DM located
behind the compressor in the evacuated tube system. This bimorph mirror of 80-mm di-
ameter has 33 active piezo electrodes. The voltages applied to each of these electrodes are
controlled by the same computer, that is connected to the Shack-Hartmann sensor. First,
the response of the wave front on changes in the voltage applied to each single electrode
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of the DM is determined. After that, the necessary voltages for all the electrodes to cor-
rect the focal-spot pattern and therefore the wave front are calculated by the computer and
applied to the second DM. In the next iteration, the corrected wave front is again mea-
sured and compared to the reference. From this new difference, the new voltages for the
DM are calculated. This iterative algorithm converges after three or four steps. Then the
set of voltages is fixed and the flatness of the wave front, which is of the order of A/4,
remains constant for hours within small shot-to-shot fluctuations of the laser. The drastic
improvement of the laser-pulse focusability is demonstrated in the next section.

As mentioned above, the near-field (NF) intensity distribution? of ATLAS is not exactly
top-hat like but shows a less steep decay at the edges of the profile, as it is shown in
Fig. 3.3 (b). To quantitatively investigate the influence of such a NF profile on the far-
field (FF) intensity distribution, the NF profile was averaged within concentrical rings
giving an averaged NF intensity distribution, I/yg(r), only depending on the radius, r.
The associated electric field distribution, Eng(r) o< [Ing(r)]'/?, is shown by the red line
in Fig. 3.5 (a). For such a radially symmetric NF distribution, that can be described by
Eng(r), the FF distribution of the electrical field, Zr(p), is obtained from the following
integration [97]

WwW=oa

1
Frr(p) = [ T (w) - w - Jo(w) dw, (3.4)

w=0

where w = 2rtpr/ fAL is the normalised radius in the NF and Jy(w) is the Bessel function
(of the first kind) of order zero. This calculation only holds true for an ideally flat wave
front. For a top-hat like profile, eq. (3.4) can be solved analytically and one obtains the
Airy pattern. The NF distribution of ATLAS as shown in Fig. 3.5 (a) by the red line is
compared both to a top-hat profile (black line) and a Super-Gaussian approximation of
6th order (blue line). The FF distributions of the electric field for the three different NF
profiles are given in Fig. 3.5 (b). A weak dependence on the initial NF distribution is
found for the three cases. The radius of the first minimum differs from 2.5um for the
top-hat profile to 2.6 um for the real profile. For the real ATLAS-profile a peak intensity
in the center of the focal spot is found that is higher by a factor of ~ 4.78 compared to
the intensity averaged over the area within the first minimum. A 2-D Fourier transfor-
mation of the NF distribution carried out by R. Tommasini [98] gives the theoretical FF
distribution of the laser pulse, that is shown in Fig. 3.6. This distribution is not exactly
radially symmetric, as the NF profile also deviates from radial symmetry. However, the
radii of the minima are well reproduced by the symmetrical approximation as depicted in
Fig. 3.5 (b).

From these considerations, it can be concluded that a top-hat-like approximation for
the NF distribution of the ATLAS pulses is sufficient to derive the FF distribution and to
calculate the laser intensity.

ZFor the spatial distribution pulse intensity and fluence are equivalent, the latter is obtained by a time-
integration of the former over the pulse duration.
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Figure 3.5: Comparison of the radial electric field distributions of the near-field of ATLAS (red
line) with a top-hat-like (black line) and a Super-Gaussian distribution of 6th order (blue line) in
(a). (b) gives the corresponding radial distributions of the electrical field in the far field. The radii
of each first minimum in the far-field distributions differ between 2.5um for the top-hat profile
and 2.6 um for the real profile.

Figure 3.6:  Theoretical far-field distribu-
tion calculated from the ATLAS profile shown
in Fig. 3.3 (b) assuming an ideally flat wave
front.

3.2.3 Measurement of the Intensity Distribution in the Focal Plane

For the measurement of a fluence distribution in the laser focus as they are shown in
Figs. 3.4 and 3.7, the laser pulses were guided into the target chamber and focused by the
f/2.6 off-axis parabolic mirror as in the real experiment. A high-quality f/2—lens imaged
the focal plane with a magnification of ~ 50 onto an 8-bit CCD. To increase the dynamical
range of this measurement, differently filtered images of the focus were subsequently
taken. After these measurements, the images were added, taking into account the different
filter transmissions and thereby increasing the dynamical range of the measurement to
more than 12 bits.

As on the one hand the imaging lens cannot sustain the high fluences occuring with the
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Figure 3.7: Comparison of the far-field intensity distributions in the focal plane, (a) and (b), the
fraction of energy encircled within a certain radius (c), and the local intensities (d) for a plane
second DM and for the case of DM 2 controlled by the closed-loop system described in the text.
For pulses of 150-fs duration and 900-mJ energy on the target, the intensities are given in units of
10" W /cm? in (a) and (b). In (b), the intensity averaged over the first Airy-disk (ry = 2.6um) is
1.7 x 10°W /cm?.

full laser energy but on the other hand the wave-front distortions become maximal only
when the pulses are fully amplified, a mirror with a high-reflective coating located behind
the final multi-pass amplifier was replaced by an uncoated wedge with a reflectivity of
only ~ 2%. Most of the laser pulse energy was transmitted through this wedge into a
beam dump. Due to the tilt between the two wedge surfaces, the rear-side reflection was
deflected under a different angle and thus could not enter the compressor chamber avoid-
ing any ghost images. By this technique, the fluence in the imaging lens was reduced
without changing the wave-front distortions of the fully amplified laser pulse. This en-
abled us to measure the equivalent focal-intensity distribution of a full-energy laser shot.

The fluence distributions in the focal plane were first measured with a plane second
DM (the first DM was always in operation) and then with the voltages determined by the
closed-loop system applied to DM 2. The measurements are shown in Fig. 3.7 (a) and (b).
Fig. 3.7 (c) and (d) compare the fraction of the total laser-pulse energy encircled within a
certain radius and also the local intensities in the focal plane for the two different cases.
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While in (a), the laser-pulse energy is scattered over a large area resulting in several small
peaks with low intensities, the energy in (b) is concentrated within a single narrow peak
having only a weak low-intensity halo around it. The fraction of laser energy encircled
within a spot of 2.6-um radius, which corresponds to the first Airy-disk in the focal plane?,
is increased from ~ 5.5% in (a) to ~ 60% in (b), the peak intensity is increased by a factor
of ~ 20 to a peak value approaching 6 x 10! W /cm? and an intensity averaged over the
first Airy-disk of 1.7 x 10" W/cm2. The measured peak value gives a Strehl-ratio* of
~ 0.7. The corresponding averaged intensity for the case of a second DM corrected to
be plane is only 1.6 x 10'®W/cm?. Note that all these intensities correspond to normal
incidence of the laser pulse onto the target. They are reduced for oblique incidence under
the angle o by a factor of cos oL

3.3 Control and Characterisation of the ASE Pedestal

In present CPA-laser systems as ATLAS, amplified spontaneous emission (ASE) from the
pumped amplification crystals generates a low-intensity prepulse pedestal underneath the
short high-intensity pulse. The main contribution to this pedestal originates in the oscil-
lator and the regenerative amplifier, and it is further amplified in the laser chain. Usually
extending over several ns, the ASE pedestal passes the grating compressor unchanged
typically resulting in an on-target intensity ratio of the order of 107 between main pulse
and prepulse pedestal. When the main pulse is focused onto the target to intensities in ex-
cess of 10! W/cm?, the pedestal reaches an intensity of the order of 10'%...10"* W /cm?
on a time scale of several ns preceding the peak intensity. This is sufficient to preheat
and ionise the surface of a solid target producing an expanded plasma on the target front
side. In addition, a shock wave is launched by the ASE prepulse that propagates through
the target, preheats the bulk of the material and — especially with thin foils — destroys the
target before the main pulse arrives at the surface, what is highly unwanted. The corre-
lated consequences for experiments will be described in a later chapter. Therefore, the
characterisation of the prepulse pedestal is of great importance for precise laser-plasma
experiments. Intensity and especially the duration of the ASE prepulse have to be known
or — even better — controlled as accurately as possible.

Within the framework of this thesis, the characterisation and controllability of the pre-
pulse pedestal in ATLAS was significantly enhanced by implementing an additional ultra-
fast Pockels cell into the laser chain. This enabled us for the first time to do systematic
studies of prepulse dependent effects on the acceleration of protons and ions from thin
foils [47]. While the results from these measurements will be presented in chapter 5, the
setup of the Pockels cell and its effect on the ASE pedestal will be described in the next
sections.

3Here, the far-field distribution associated with the real near-field profile of ATLAS were used.
4The Strehl-ratio is defined as the ratio between real peak intensity and theoretical peak intensity, which is
4.78-times higher than the averaged intensity as it was shown above.
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3.3.1 Pockels Cells Used as Optical Shutters

To reduce the intensity and duration of the pedestal preceding the main pulse, appro-
priately gated Pockels cell (PC) shutters are used in the laser chain. A PC contains an
uniaxial electro-optical crystal (e.g. Potassium di-Hydrogen Phosphate, KDP) with the
optical axis aligned along the direction of laser propagation. It becomes an optically bi-
axial crystal, when an external voltage is applied along the optical axis. For a certain
voltage, Uy /, of the order of 5kV, the crystal acts like a A/2-wave plate for the wave
length A, rotating the plane of polarisation of the incident light wave by 90°. If the PC
is positioned between two crossed polarisers, it can be used as an optical shutter. The
incoming light wave passes the first polariser (e.g. a Glan prism) and the PC. It is blocked
by the second polariser when no voltage is applied to the PC, but it can pass when the
voltage matches Uy, /». In a laser system, U; ) is applied by means of a high-voltage (HV)
pulser just before the arrival of the main pulse. The preceding ASE pedestal is blocked
and only the main pulse can pass, as its polarisation is rotated by the PC. Nevertheless,
the minimal duration of the pedestal preceding the main pulse is limited by the following
factors:

e The optical shutter has to be opened completely before the main pulse passes
through to avoid its clipping. Therefore, the electronic rise time of the HV signal
applied to the crystal is a lower limit for the minimal duration of the ASE pedestal.

e The optical rise time of the PC scales with the diameter of the electro-optical crys-
tal, additionally increasing the total opening time of the optical shutter.

e As the PC is located at a position in the laser chain, where the main pulse is still
stretched to ~150ps to avoid optical damages in the material, the pedestal within
this time window cannot be reduced without clipping a part the main pulse. After
recompression, which leaves the pedestal unchanged, the main pulse sits in the
middle of this pedestal, which then starts ~75 ps before the peak intensity.

e The suppression factor of a single PC is limited to ~ 500... 1000 due to non-ideal
polarisation and parallelism of the incoming laser beam.

3.3.2 System of Pockels Cells in ATLAS

In ATLAS two PCs are used to control the ASE pedestal preceding the main pulse. The
setup is sketched in Fig. 3.8. While PC 3 is controlled by a slow HV pulser having a
signal rise time of ~5...6ns, an ultra-fast HV pulser (KENTECH Pulse Generator GPS3/S
[99]) drives PC 4. It delivers a rectangular HV signal with a rise time of ~120ps and a
duration of 5ns. The total rise time of the optical gate is increased to ~250...300ps due
to the finite diameter and response time of the PC, the duration of the gate is increased
to 6ns. Due to the jitter of the electronic trigger for the KENTECH pulser (Tjiger~ 150 ps),
the duration of the pedestal was chosen to be longer by Tjier to avoid clipping of the
main pulse at the expense of shortening the prepulse. After recompression, the minimum
achievable duration of the ASE pedestal at an intensity level of ~10'> W /cm? on the target
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Figure 3..8: Setup of the ASE-suppression system using a combination of different Pockels cells
and polarisers in the ATLAS laser. The prepulse diagnostic consists of a pair of differently filtered
PIN diodes connected to a fast oscilloscope.

is therefore

TASE.min = (500 £ 150) ps.

It is preceded by a 6-ns ASE pedestal with an intensity ratio below 10~ !° due to the finite
suppression level of the ultra-fast PC. This results in an intensity of ~10° W /cm? on the
target, which can be neglected for preplasma creation [100]. The intensity evolution on
the target is depicted in Fig. 3.9.

main pulse Figure 3.9:  Schematic inten-
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By changing the trigger delay for the KENTECH pulser with respect to the main laser
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pulse, the duration of the variable ASE pedestal at an intensity level of ~ 10'> W /cm? on
the target could be varied in steps of 100 ps between the minimum value of 500 ps and the
maximum value of ~6ns.

3.3.3 Measurement of Level and Duration of the ASE Prepulse

The prepulse level and its temporal evolution were measured with a combination of two
Centronic AEPX 65 PIN diodes [101], which were separated by a beam splitter as it is
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Figure 3.10: Measurement of the prepulse level with two PIN diodes for four different delays of
the KENTECH pulser. The four black lines give the ASE levels for prepulse durations of 5.5 ns (a),
which is the unsuppressed ASE level, 3.5ns (b), 2.5ns (¢), and 1.5ns (d). The green line gives the
filter-corrected, the red line the filter- and intensity-corrected signal of the main-pulse diode.

sketched in Fig. 3.8. The diodes were connected to a fast oscilloscope (a 1-GHz Tektronix
TDS 684 B with a sampling rate of 5 GS/s [102]). The part of the laser beam entering
the “main-pulse” PIN diode was sufficiently strong filtered, that the main pulse could be
recorded without overexposing the diode. The amount of filters in front of the “ASE”
diode was reduced to record the energy level of the ASE pedestal, although the signal
of the main pulse was strongly overexposed here. After adjusting the relative timing and
sensitivity of the two diodes including the different filtering, time-resolved measurements
of the energy ratio between main pulse and ASE pedestal were possible — at least within
the time resolution of the combination of oscilloscope and PIN diodes (Tosci = 1.25n8). As
the compressed pulses have a much shorter duration of 1, ~ 150fs (FWHM), that cannot
be resolved, the intensity level of the main pulse is higher by a factor of Tosci /T & 8330
multiplied with the inverse filter transmission. Assuming the same focusability of the
ASE pedestal and the main pulse, the upper level for the intensity ratio on the target can
be deduced from this measurement. It was found to be 2...4 x 1078 just before the arrival
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of the main pulse. Results from the measurement are shown in Fig. 3.10.

As the rise time of the ASE pedestal was expected to be much shorter (~ 300. .. 500 ps)
than the time resolution of the 1-GHz oscilloscope and the Centronic PIN diodes, we
carried out a second measurement with a 4-GHz oscilloscope (Tektronix CSA 7404 B
[102]) having a sample rate of 20GS /s and an extremely fast GaAs-PIN diode (ET-4000
[103]) together having a time resolution of ~ 130ps. In this measurement, the time-

resolved increase of the prepulse intensity could be recorded, and the results are shown in
Fig. 3.11.
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Figure 3.11: Temporal evolution of the ASE prepulse measured with a 4-GHz oscilloscope and
a GaAs-PIN diode with four different trigger delays for the ultra-fast Pockels cell. The green
line shows the time-resolved intensity of the unsuppressed ASE, the other three lines represent
the ASE evolutions for prepulse durations of Tasg = 2.5ns (blue), 1.0ns (red), and 0.5 ns (black),
respectively. The main pulse starts at r = 0.

For the shortest prepulse duration of Tosg = 500 ps (solid black line), the rise time of the
ASE pedestal is also on the order of 500ps. The rise time appears to increase for longer
prepulse durations, but the changes are only marginal. After the linear increase of the
ASE intensity, it remains constant at an intensity level of (2...4) x 1078 until the arrival
of the main pulse increases the intensity by several orders of magnitude. For a prepulse
duration of 2.5ns (blue line), the rise time is increased to ~ 1.0ns, as the unsuppressed
ASE level (green line) is also not constant.

Taking the results of these two measurements together, we could exactly characterise
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the temporal evolution of the ASE prepulse. The maximum ASE level is (2...4) x 1078,
The prepulse duration could be controlled by changing the trigger delay for the ultra-fast
PC. The rise times for different trigger delays could be resolved and are approximately
linear. This measurement allows an exact numerical modeling of the preplasma formation
on both target surfaces. The corresponding simulations will be described in chapter 6.

Chapter 4

Detection of Laser-Accelerated Protons and
Light lons in the Experiment

This chapter describes the diagnostics used in the experiments to characterise the ion
beam formed during the interaction of the high-intensity laser pulse from ATLAS 10 with
a thin foil. Three different diagnostics were employed:

1. the plastic nuclear track detector CR 39,
2. atime-of-flight (TOF) detector coupled to a fast oscilloscope, and

3. a Thomson parabola.

These three different types of detectors will now be described in detail.

4.1 lon Detection with CR 39 Nuclear Track Detectors

Preliminary measurements using a simple setup were performed to show that protons can
be accelerated to MeV-energies in thin-foil experiments using the ATLAS 10 laser. For this
purpose pieces of CR 39 were used to detect the protons. CR 39 is a solid state nuclear
track detector fabricated of polymeric plastic. The pieces of CR 39 used in this thesis were
produced by TASL in Bristol, UK [104]. When an energetic particle propagates through
the plastic, it deposits certain amounts of its kinetic energy along its path in the material
depending on the particle’s cross-section and its momentary energy while it is decelerated
and finally stopped. If the amount of locally deposited energy exceeds a certain threshold,
the polymeric chains of the detector material break up at this position. Thus the energetic
particle leaves a trace along its path in the material until it is stopped. As the cross-sections
for electrons and y-rays are much lower than those for ions, and as the locally deposited
energy therefore remains below the threshold for chain break-up', the detector is sensitive
to ion impacts only. Furthermore, protons with kinetic energies between 100keV and
SMeV leave significant traces at the front surface of the detector material, where they can

I"This holds true as long as the flux of electrons and y-rays is not too high. In the experiments reported in
this thesis, no detectable effect of electrons or y-rays on CR 39 could be observed, as the fluxes were too
low.

45
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be detected afterwards. This predestines CR 39 as an ideal ion detector in laser-plasma
experiments, as also very small ion signals can be detected within the “noise” generated
by any other energetic radiation produced during high-intensity interactions.

The most common way to make the ion hits visible is to etch the plastic in hot NaOH
solution [105]. As the etching rates of the plastic differ between regions with undisturbed
polymeric structure and regions where an ion broke up the polymeric chains, while it lost
part of its kinetic energy, small pits on the scale of several um are formed on the surface
of the CR 39 plastic. These pits can easily be detected under an optical microscope [82].

ATLAS 10 beam
I,=1.5x10" Wjcm’

Figure 4.1: Setup for the preliminary detection
of protons using CR 39 plates partly wrapped with a
15-um aluminium foil standing ~9cm behind the tar-
get. The minimum kinetic energies for the protons that
can be detected by the two parts of the detector are
I MeV and 100keV for the wrapped and unwrapped
part of the detector, respectively.

5

P 2
CR 39 detector

The experimental setup for the preliminary proton detection is shown in Fig. 4.1. The
CR 39 plates were positioned ~9cm behind the target around its normal direction. One
part of the CR39 was covered with a 15-um aluminium foil, the other part remained
unshielded providing a detector sensitive to protons with two different minimum energies.
Using the CSDA stopping ranges of protons in aluminium published by the National
Institute of Standards and Technology (NIST, [106]), the stopping ranges, d, for protons
with kinetic energies, Eyi,, between 300keV and 4 MeV can be approximated by

d ~ 16um x (Eyin/1MeV)"* (4.1)

Thus the minimum proton energies detected by the CR 39 are 1 MeV and 100keV for the
shielded and unshielded part of the detector, respectively. The minimum proton energy
detectable by bare CR 39 is determined by the threshold that has to be overcome to cause
significant damage in the polymeric structure of the detector material.

Figure 4.2:  Magnified picture of
a CR39 plate after etching. The
left part was unshielded. the right
part was covered with a [5-um alu-
minium foil. While the left part is
saturated with pits from ions with
kinetic energies above 100keV, in
the right part single pits of 1...2um
diameter can be distinguished.
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A magnified section of a piece of CR 39 is shown in Fig. 4.2. The plate has been etched
for 2 hours in 6-molar NaOH solution at ~80°C. We show the boundary between the two
differently shielded parts of the detector. The left side was unshielded and thus sensitive
to any ion with a kinetic energy above 100keV, the right side was wrapped with a 15-um
aluminium foil. In this part, single pits can be distinguished. They can only originate from
protons with kinetic energies exceeding 1 MeV or heavier ions with even higher kinetic
energies.

After this first experimental proof of the acceleration of MeV-protons with the ATLAS
laser, a more precise diagnostic was needed to characterise the proton beam and its energy
spectrum. For this purpose, we used a time-of-flight detector that is described in the next
section.

4.2 Spectral Characterisation of the lon Beam using a
Time-Of-Flight Detector

4.2.1 Setup of the Detector

A time-of-flight (TOF) detector realised as a Faraday cup [107], as it is depicted in
Fig. 4.3, is sensitive to the total electric current, I(tror), impinging at time ftop on the
charge collector of the detector. The temporal evolution of the current can be recorded

fo fast charge Ni-mesh (55-um apertures)| Figure 4.3:
oscilloscope collector ,‘ Schematic diagram of
50 O @ /ONS| an ion TOF detector
‘ ") o ' oiignile / including a  mesh
4 it ™I ohi AT to shield the charge
C=1uF = ®! e ..,| o -..: collector against co-
R=1MO 3 ' electrons| propagating electrons
= secondary and a metallic cylinder
o, to suppress the effect
U= -1.0 KV T Us=-1.1kV  electron of secondary electrons
..;_ -%_ Suppression|  generated at the charge

collector.

by means of an ultra-fast oscilloscope connected to the detector. As the detector is stand-
ing at a defined distance, dtor, from the target, where the ions are generated, the ions are
temporally dispersed due to their different velocities, v;, or kinetic energies, Eii,. If the
flying time of the ions, froF, is much longer than the time interval within which they are
generated?, we find a direct relation between Ey;, and tro:

m; mi-dior
Ein = ?' oy = ——TOF ZTOF 1708 (4.2)

*The flying time of the ions for our detector setup is of the order of 10ns and longer, as it will be shown
below, while the generation time is of the order of the laser pulse duration, 1, = 150fs, and thus can be
neglected.
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where m; is the ion mass. As the maximum kinetic energies of the ions measured in
the experiments are well below their rest mass (for protons with rest mass m, we obtain
Emax~ SMeV < myc? = 938 MeV), the classical treatment is sufficient.

To record the positive ion current only, several technical precautions have to be taken.
The ion beam flying away from the target is charge-neutralised by a co-propagating cloud
of thermalised electrons, which have approximatly the same velocity. As the TOF detector
is sensitive to the fotal current impinging on its charge collector, the ions have to be
separated from the electrons. This is done by means of a 10-um thick Ni-mesh with
quadratic apertures of 55um that stands in front of the charge collector. It is connected
to a high-voltage supply that generates a potential barrier of 1kV between the mesh and
the charge collector what is sufficient to hold back 1-keV electrons that co-propagate with
protons having kinetic energies of up to 1.8 MeV.

As y-rays and MeV-electrons generated during the laser-plasma interaction are not held
back by this potential barrier, they can reach the charge collector and knock out secondary
electrons from the collector material [108]. If these can leave the collector, a positive
current is detected that is not generated by ions. To suppress these secondary electrons
having kinetic energies of ~ 50...100eV, the collector has a rake-like surface on a mm
scale, to recollect secondary electrons immediately after their generation. Additionally, a
long metallic cylinder is positioned in front of the collector where the ions can fly through,
but it is lying on a potential that repells the secondary electrons and sends them back to the
collector, generating a short positive peak in the detector. The onset of this so-called photo
peak can be used afterwards to calibrate the flying time of the ions hitting the collector, as
the y-rays responsible for this peak propagate with the speed of light.

Additionally, the TOF signal is strongly disturbed by the electromagnetic pulse (EMP)
from the high-intensity interaction. Therefore, the connecting cables between detector
and oscilloscope, and also the oscilloscope itself were carefully shielded against electro-
magnetic radiation, but the charge collector itself could not be shielded completely with-
out blocking the ion beam. Fortunately, the EMP arrives earlier at the detector and is
already decreasing, when the ion beam arrives. Nevertheless, the EMP limits — together
with the high voltage to separate the ions from co-propagating electrons — the maximum
detectable ion energy, as these ions reach the detector immediately after the EMP.

4.2.2 Measurement of lon Spectra

Fig. 4.4 shows a typical TOF signal recorded with the circuit shown in Fig. 4.3 and a fast
oscilloscope (a 1-GHz Tektronix TDS 684 B with a sampling rate of 5GS/s and a time
resolution of ~900ps [102]). The signal was attenuated by a factor of 11 to prevent the
oscilloscope from saturation, but in Fig. 4.4 the real voltages are shown. As the detector
stood dror = 182mm behind the target and its radius was 10 mm, the covered solid angle
was AQ = 9.5msr. The inset shows the ion signal recorded over 2.8us, while only the
early part of the signal corresponding to the fastest ions is used to deduce the ion spectrum.
The photo peak is clearly visible and can be used to define t = 0 on the time axis.

The ion spectrum, dN /dE, can be deduced from the TOF signal, U (ttog), in the fol-
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Figure 4.4: Ton TOF signal, U(t), obtained with a 8-um Mylar foil as a target. The early part
of the signal is zoomed in from the total time window of 2.8 us given in the inset. The red line
gives the signal after applying a low-pass filter to reduce the EMP-noise. This filtered signal is
used to deduce the ion spectrum (see text). The onset of the photo peak is used to derive t = 0.
The indicated arrival times hold for protons with kinetic energies of | MeV, 500keV., and 100keV,
The signal extending over several us in the inset is associated with the plasma blow-off.

lowing way®. If one assumes protons with mass, mp, and charge, +e, to be the main
contribution to this ion signal (carbon and oxygen ions can only be distinguished with a
Thomson parabola, as it will be discussed later), one obtains with help of eq. (4.2)

dv| _ dN |dt|_ lyorltror) |dr | 1U(tror) dror [ mp
dE dr |dE q dE| ¢ R 2\ 2E(tror)®
1 : U(ttor) - 5 (4.3)
= ' ‘U IToF) * Irop: .
e-my diop R ooR

where Ipo(troF) is the proton current impinging on the charge collector, R = 50Q is
the resistance of the channel of the fast-oscilloscope, and U (troF) is the voltage detected
by the oscilloscope. Using this expression, the proton spectrum is easily obtained. The
spectrum per solid angle corresponding to the TOF signal in Fig. 4.4 is shown in Fig. 4.5.

In this spectrum, protons with kinetic energies up to 1.5MeV are detected. The spec-
trum shows two distinct proton populations, one with a Boltzmann-like temperature of
Teola = 65keV and a second one with i, = 200keV.

The spectrum in Fig. 4.5 was deduced assuming protons being the only ion species
in the detected beam. Any additional ion species (e.g. carbon or oxygen) would also

IThe oscilloscope gives a voltage, U (fror). that is associated to the ion current / (troe) = U(trog)/R, where
R = 50€2 is the resistance of the channel of the oscilloscope.
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Figure 4.5: Proton spectrum normalised to a solid angle of 1 msr deduced from the TOF signal
given in Fig. 4.4. The spectrum consists of two distinct proton distributions with Tqg = 65keV
and Ty = 200keV. It shows a clear cutoff at Ey;, = 1.5MeV.

affect the spectrum, especially for higher charge states. If one assumes that carbon ions
with the same kinetic energy as the protons, i.e., Exj, = 1.5MeV, are also accelerated
from the target, they have a velocity smaller by a factor of 1/v/12 due to their higher
mass, and they are delayed by a factor of v/12 &~ 3.46 compared to the protons and arrive
after tror =~ 37ns at the TOF detector. This arrival time is associated to a proton kinetic
energy of ~ 120keV. The signal corresponding to higher proton energies cannot originate
from carbon ions, as they would need to have a higher kinetic energy than 1.5MeV. If
these simple considerations hold true, one can conclude that the spectrum deduced from
the TOF signal above a kinetic energy of ~ 120keV originates from protons only. For
a detailed investigation of the different ion species in the beam, a Thomson parabola
spectrometer was employed. This is described in the next section.

4.3 Measurement of lon Spectra with a Thomson Parabola

The only diagnostic used in the experiment, that was able to distinguish between ion
species having different charge-to-mass ratios and record their energy spectra separately,
was a Thomson parabola spectrometer equipped with CR 39 plates as a detector [82, 109].
In such a spectrometer, ions are dispersed due to their different charge-to-mass ratios
and kinetic energies, while they fly through parallel electric and magnetic fields, that are
perpendicular to the initial propagation direction of the ions.
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Figure 4.6: Schematic layout of a Thomson parabola. Ions coming from the target pass through
a small pinhole and fly through parallel electric and magnetic fields generated by two pairs of
electrodes and magnets. In these fields, they are dispersed onto distict parabola traces in the plane
of the detector. In this sketch, only ions of the same species but with different velocities are shown.

The initial kinetic energy of the ions can be deduced from their deviation in the fields.
It is assumed that an ion with charge, ¢;, and mass, m;, propagating in &,-direction with
velocity, vj, enters a homogeneous electric and magnetic field distribution, as it is depicted
in Fig. 4.6. The field lines are parallel to &,. After the ion has moved through the field
distribution in €;-direction, it has been deflected sideways by the fields. If one assumes a
constant field strength over the total extension, z, of the fields and neglects fringe effects,
the deflection parallel to &, due to the electric field, ‘E, is for small deviations given by
1 EZ2 g

Ax~ —at? = =
2 2 miviz’

(4.4)

which is inversely proportional to the ion kinetic energy, Eiin = m;v;> /2. The deflection
in éj-direction due to the magnetic field, B, can be written as

1 ,_ B2 g
Ay~ —at* = — . —
’ 2 2 myv
and is thus inversely proportional to the momentum, p; = m;v;, of the ion. Here we as-
sume a constant velocity, vi, when the ion passes through the fields, although it is slightly
increased by the electric field. When the ion hits the detector which is positioned in dis-
tance, D, from the center of the fields, the total deviations are then given by

(4.5)

AX ~EDz- -1 and AV ~BDz L (4.6)
mivj miVvi

Taking these two equations together, AX can be written as

1 1
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which is a parabolic equation with the inverse charge-to-mass ratio as a parameter. Note
that the deflection along a single parabola trace in the plane of the detector depends on
the ion velocity, but different ion species lie on parabolas with different slopes. The ion
species with the highest charge-to-mass ratio (in our experiments protons with g;/m; =
1 - e/u) forms the parabola trace, which is least bent in ¢€,-direction.

Figure 4.7: Digital photograph
of a CR 39 plate after etching. The
left side shows the bare detector
with parabola traces from seven dif-
ferent ion species. The origin of
the parabolas is formed by neu-
tral atoms that pass through the
Thomson parabola unaffected by
the fields. On the right side, the
traces obtained by a 3-D tracking
routine are compared to the mea-
sured traces. A very good agree-

ment is found that allows a clear de- Or;’g;’n —0 On’g;’n —
termination of the ion species.

Fig. 4.7 shows a piece of CR 39, that has been etched in hot NaOH solution after a
single laser shot. Seven different parabola traces are visible. The origin of all traces
in the lower right corner is generated by ions that have recombined with co-propagating
electrons before entering the spectrometer. As they are electrically neutral, they are not
deflected by the fields and form a spot on the detector which would also correspond to a
charged ion with infinite velocity.

To identify the ion species with a certain charge-to-mass ratio forming a single parabola
trace, a 3-D tracking routine for different ion species and different velocities through the
real electric and magnetic fields was carried out by J. Schreiber [110]. The magnetic field
distribution was measured with a Hall-sensor, the electric field distribution and the ion
trajectories through the fields were simulated using the program EM STUDIO™ [111].
The excellent agreement between the calculated and measured traces, as it can be seen
in the right part of Fig. 4.7, allows a definite assignment of the different traces on the
detector to protons, C'* to C>*, and O°* ions,

Each parabola trace consists of a large number of ion pits. They can be separated under
an optical microscope, as it is shown in Fig. 4.8. The microscope having an x — y trans-
lation stage and a CCD connected are controlled by a computer. A pattern-recognition
software fits ellipses to the pits and stores their diameters and positions. Starting from the
origin on the detector, the deviations of the charged ions can be measured easily. With the
dispersion relations obtained by the tracking routine, the energy spectra of the different
ion species can be deduced from the stored deviations of the ion pits. The energy spectra
for the protons and the different carbon species deduced from the CR 39 plate shown in
Fig. 4.7 are presented in Fig. 4.9.
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Figure 4.8: Magnified part of the
proton parabola trace on a piece of
CR 39 after etching. The green el-
lipses were fitted to the proton pits
by the computer software. Their po-
sitions and diameters are stored for
subsequent spectral analysis. Even
slightly overlapping pits can be re-
solved. The fitting of pits essen-
tially smaller than the proton pits
(e.g. from dust) is either suppressed,
or the ellipses can be excluded af-
terwards due to their smaller diam-
eters.
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Figure 4.9: Proton and carbon energy spectra corresponding to the CR 39 plate shown in Fig. 4.7.

Different Methods for the Deduction of lon-Energy Spectra

To obtain an energy spectrum, dN(E)/dE ~ AN(E)/AE, of a certain ion species, the
number of ions, AN(E), within the energy interval, [E, E + AE|, has to be determined. In
the plane of the CR 39 detector, the ion pits are spread according to their kinetic energy,
E, on a parabola trace. An energy interval, [E, E + AE], corresponds to an interval, [y, y+
Ay], along the é,—axis deviation on the detector, described by the ion-dispersion relation,
dE/dy. AN(E) can either be taken within a constant energy interval, AE, or within a
constant deviation interval, Ay, over the whole parabola trace. In the first case of constant
AE, the corresponding Ay(E)-interval becomes smaller, in the second case of constant Ay,
the energy interval, AE(E), becomes larger for increasing ion energy, E. As ions having
exactly the same kinetic energy are scattered within the parabola trace at least over an area
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Figure 4.10: Proton energy spectra from the same laser shot obtained with two different counting
methods. For the case of the solid line, the number of ions were detected within a constant devia-
tion interval Ay = | mm on the CR 39 detector. The red diamonds show the spectrum obtained with
a constant energy interval AE = 50keV. For kinetic energies above 2MeV, this second spectrum
becomes noisy. This is an artifact, as here the counting intervals are smaller than the size of the
pinhole image in the plane of the detector.

corresponding to the size of the image of the Thomson-parabola pinhole, a separation into
Ay-intervals smaller than the pinhole diameter during the counting procedure generates
artificial noise in the ion spectra. This behaviour is shown in Fig. 4.10, where the proton
spectrum of the same laser shot is deduced using the two different methods described
above. For this shot, a 450-um pinhole was used in the Thomson parabola. The image
of this pinhole on the CR 39 detector has a diameter of ~ 600um. While the spectrum
obtained by counting with a constant Ay = 1 mm (solid black line), which is slightly above
this diameter, is smooth over the whole energy range, the spectrum becomes noisy for
energies above 1.8MeV for the case of constant AE = 50keV (red diamonds). Above
this energy indicated by the dashed grey line, the corresponding interval, Ay(E), becomes
smaller than the diameter of the pinhole image. For high energies, the scattering amounts
up to a factor of 2. To avoid this, all ion spectra were deduced from the CR 39 plates with
the counting method using a constant interval, Ay = I mm. This increases the error for
high kinetic energies, given by the energy distance of the data points in the spectrum, but
correctly mirrors the real error arising from the limited energy resolution of the Thomson
parabola.
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4.4 Measurement of the Spatial Profile of the Proton Beam

Finally, the spatial profile of the generated proton beam was measured to have an estimate
of the divergence of the beam. Both the energy spectrum and the profile of the proton
beam had to be measured from the same laser shot to eliminate shot-to-shot fluctuations
on the one hand and to be able to valuate these fluctuations quantitatively on the other
hand. For this purpose, a piece of CR39 was again positioned behind the target at a
distance of 82mm. Its front side was completely wrapped with a 12-um aluminium foil
to block protons with energies below 900keV. A part of the ion beam could pass through
a small hole both in the detector and the aluminium foil to be detected in the Thomson
parabola simultaneously. Fig. 4.11 shows a typical spatial profile of the proton beam,
that was accelerated from a 5-um aluminium foil. Around the target normal direction,
indicated by the small hole in the middle of the detector, a collimated proton feature
appears that has a half opening angle of ~10°.

Figured4.11:  Spatial profile of the proton beam
obtained with a 5-um Al foil recorded on a piece
of CR 39. The dotted circle corresponds to a half-
opening angle of 10°. The main part of the proton
beam appears to be collimated around the target
normal direction, indicated by the hole in the de-
tector. Any pits on this CR 39 plate originate from
protons with Kinetic energies exceeding 900keV.
The right part gives the line-out of the photo-
graphic image along the dashed vertical line sug-
gesting a ring-like beam profile (see text).

As the diameter of the hole was only 3.5mm, the alignment of this detector plate was
crucial to avoid any clipping of the ion beam along its path from the target to the Thomson
parabola. Therefore, a Helium-Neon laser was aligned through the pinhole of the Thom-
son parabola pointing onto the target rear surface. This laser beam thus had the same path
as the ion beam coming from the target and entering the Thomson parabola through the
pinhole. Before a shot with the main pulse, the hole of the CR 39 plate was positioned
around the Helium-Neon laser beam.

For the photograph shown in Fig. 4.11, the CR 39 piece was positioned in front of a
black screen and illuminated under oblique incidence from the back by a strong lamp
avoiding direct light from the lamp to shine into the camera. From a region on the CR 39
covered with ion pits, light is scattered into the camera resulting in a bright region on the
photograph. From regions with a plane surface, i.e., without ion pits, no light is scattered
into the camera resulting in a dark region. On the photograph in Fig. 4.11, there appears to
be a ring-like region with higher pit densities (around the dashed circle), while the central
region appears to be darker again suggesting a lower pit density here. The right part of
Fig. 4.11 gives the line-out of the picture along the dashed vertial line illustrating the
brightness distribution that also suggests a ring-like beam profile. Such ring-like features
on CR 39 detectors have been observed in several experiments and have been interpreted
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as signatures of a ring-like spatial profile of the proton beam caused by magn.etic fields
in the target [13, 14,44] or at the rear surface of the target [46]. The combination of the
two proton diagnostics (Thomson parabola and CR 39 plates) enabled us to carrylout a
detailed spectral characterisation of the proton beam over the whole profile by slightly
rotating the target around its vertical axis. Our results shed a totally new light onto the
interpretation of these rings. The results will be discussed in the next chapter.

Chapter 5

Experimental Characterisation of
Laser-Accelerated Protons

This chapter concentrates on the experimental results concerni ng the acceleration of pro-
tons during the interaction of ATLAS-laser pulses with thin aluminium foils. Strong de-
pendencies of the energy spectrum and the spatial distribution of the proton beam on
the target thickness and the duration of the ASE prepulse were found. Only the experi-
mental findings and their qualitative explanation will be reported in this chapter, while a
quantitative interpretation, that will allow a clear connection of different features both in
the energy spectra and in the beam profiles to different proton-acceleration mechanisms,
will follow in chapter 8. After a description of the experimental setup for the proton
measurements in the first section, the following two sections will concentrate on the spec-
tral measurements using the Thomson parabola and discuss the influence of the target
thickness and the prepulse duration on the spectra. In a last section, angularly resolved
measurements both of the spectra and beam profiles of the protons will be presented.

5.1 Experimental Setup

Fig. 5.1 shows the experimental setup for the proton measurements, which is similar to the
setup shown in Fig. 4.1. Here, we used a CR 39 detector wrapped in a 12-um aluminium
foil to measure the spatial beam profile of the protons with kinetic energies exceeding
900keV. Through a small hole both in the CR 39 plate and the aluminium foil, that was
aligned around target normal direction, ions could pass and enter the Thomson parabola,
where their energy spectra were measured simultaneously. The synchronised 2m—probe
beam the setup of which is described in appendix A was used to align the target before
the laser shot. The target was rotated with respect to the laser axis by 30° to suppress
the reflection of the pulse back into the laser chain, as such a back reflection can severly
damage optical elements in the laser system. However, the emission cone of the protons
is aligned along target normal direction, as the field gradients on both target surfaces that
are responsible for the acceleration of the protons are parallel to the density gradient and
therefore perpendicular to the target surfaces.

Fig. 5.2 shows a typical proton spectrum measured with the Thomson parabola. For this
shot, a 5-um aluminium foil was used as a target, the prepulse duration was Tagg = 500 ps,
and the laser intensity was /. = 1.3 x 10" W/cm?. The pinhole of the Thomson parabola
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Figure 5.2: Proton energy spectrum measured with the Thomson parabola. The target was a
5-um thick aluminium foil irradiated at an intensity of /i, = 1.3 x 10!°W /cm? and a prepulse of
Tase = 500ps duration.

the setup of the Thomson parabola itself, as slower protons do no longer hit the CR 39
detector because they are that strongly deflected by the fields in the spectrometer.
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Again, two proton populations with different Boltzmann-like quasi-temperatures can
be identified: (i) a cold component with a temperature of T.gq = (240 +30)keV and (ii)
a hot one with 7oy = (1.040.2) MeV. The spectrum extends up to a sharp energy cutoff
at Ep max = 3.5MeV. The appearance of such a typical well-defined maximum energy in
the proton spectrum (as it was also seen during the TOF measurements' ) was discussed in
chapter 2. The error bars in the energy that are only given exemplarily for four data points
in the spectrum are mainly defined by the (constant) size of the intervals for the proton pit
counting as it was discussed in section 4.3. Due to the dispersion relation the energy range
within such a counting interval becomes larger for increasing energy resulting in larger
error bars for higher proton energies. The error bars in the proton numbers are estimated
from the accuracy of the proton-pit counting to 10% for low energies and up to 50% for
the highest energies?.

5.2 Proton Spectra for Different Target Thicknesses

Figs. 5.3 (a) and (b) show proton spectra measured with differently thick aluminium tar-
gets. During these measurements, the laser intensity and the prepulse duration were kept
constant (/. = 1.0 x 10" W/cm? and tasg = 700ps) within the unavoidable shot-to-shot
fluctuations of the laser. The target thickness was varied between 0.75 and 86um. The
aluminium foils used in the experiment were fabricated by Goodfellow [112].

It is obvious that in Fig. 5.3 (a) the cutoff energy, as well as the quasi-temperature of
the hottest component, and also the total number of the protons between the lower cutoff
energy of 300keV and the maximum energy in each spectrum increases steadily with the
target thickness up to the 3-um foil. When the target thickness is further increased, as it
is shown in Fig. 5.3 (b), the temperature and the cutoff energy of the protons drop again.
This behaviour is depicted in Fig. 5.4.

There is a slightly different behaviour of the cutoff energy and the hot-temperature
component of the protons on the one hand shown in Fig. 5.4 (a) and of the total pro-
ton number on the other hand in Fig. 5.4 (b). While the first two quantities both reach
their maximum at a target thickness of 3um, the total proton number is peaked at a foil
thickness of 5um. This difference is due to the much higher proton number of the cold
component, that indeed peaks for a somewhat thicker target (cf. Fig. 5.3). Note that for
the 86-um thick target only a very small number of protons could be detected exactly at
the lower cutoff energy of the Thomson parabola (E,,;, = 300keV). Therefore, only the
cutoff energy of these protons can be given but not their temperature or total number.

I'The lower cutoff energy measured with the TOF detector is most likely due to the upper limit of detectable
proton energies determined by the high voltage applied to the detector to suppress the co-moving elec-
trons. Furthermore, aluminium targets are studied here, whereas the TOF measurements were carried out
with thin Mylar foils.

2Counting errors can arise, e.g., from dust particles, that were also counted and could not be distinguished
from the real proton pits afterwards. These (relative) errors are maximal for the highest proton energies,
as here the proton-pit density in the parabola trace becomes small. If the pits overlap within the parabola
trace, the software does not recognise two separated proton pits, but counts two as one,
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Figure 5.3: Proton spectra from the Thomson parabola. The aluminium foils of different.thick-
nesses were irradiated at a laser intensity of /;=1.0 x 10" W /cm? and a prepulse duration of
Tase = 700ps.

The optimal target thickness, doy, is defined as the value, where the highest proton
cutoff energies are achieved. For all spectra presented in this section ng‘:easure(i with a
prepulse duration of Tosg = 700ps and a laser intensity of /i, = 1.0 x 10" W /cm

dopi(Tase = 700ps) = 3um (5.1
is found.

The proton spectra depicted in Fig. 5.4 (a) and (b) resolve into two regimes which are

5.2 Proton Spectra for Different Target Thicknesses
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Figure 5.4: Cutoff energies, quasi-temperature of the hottest component (a), and total number
between 300keV and the maximum energy of each spectrum (b) of the protons as a function of
target thickness. The aluminium foils were irradiated at a laser intensity of /; =1.0 x 10"°W /cm?
and a prepulse duration of Togg = 700ps. In (a) the arrows indicate the corresponding ordinate.

separated by the optimal target thickness. This phenomenon can be explained qualitatively
by the following model assumption that is similar to the explanation given in [39]:

1. Below the optimal target thickness, dopt, a plasma has been formed at the target
rear side, before the main-pulse-accelerated hot electrons arrive there and initiate
the proton acceleration. The rear-side plasma formation and expansion are initiated
by the ASE prepulse on the target front side, both are reduced for thicker foils.
When the scale length of this rear-side plasma exceeds the Debye-length of the
hot-electron sheath, the electric fields for the rear-side proton acceleration are the
more reduced, the longer the plasma scale length is [17,42]. For a constant pre-
pulse duration it is therefore found that the thinner the target is, the flatter is the
rear-side density gradient, and the stronger are the proton cutoff energies reduced.

This notion well explaines the experimental observations below the optimal target
thickness, dp.

2. For thicker foils, the rear surface has remained undisturbed, when the rear-side pro-
ton acceleration starts, as the effect of the prepulse on the rear side is weaker for
thicker foils. But, due to the divergence of the electron beam in the target, the elec-
tron spot size at the rear surface increases with increasin g target thickness, which in
turn reduces the electron density and therefore the acceleration fields. In addition,
energy losses of the electrons during their passage through the target reduce the
mean energy or the temperature, ¢, of the hot-electron component arriving at the
target rear side. Either of these two scenarios can explain the reduction of the accel-

eration fields and the corresponding drop in proton cutoff energy for an increasing
target thickness.

In this model assumption, there are two counteracting target-thickness dependencies of
the maximum proton energy. Due to the prepulse-induced plasma formation at the back
of the target, the maximum proton energy increases with increasing target thickness up to
the optimal value, dypy, and then drops again due to the divergence of the electron beam
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in the target. While the second regime should remain almost unaffected l?y changes of the
prepulse, its duration, Tasg, is crucial for the behaviour in the first regime. The longer
Task, the thicker the target has to be to provide an undisturbeq rear surface and therefore
dop should increase. As a consequence of this model assumption, the fallstest protons, that
are accelerated from targets of optimal thickness, come from the rear side of the target.

5.3 Proton Spectra for Different ASE Prepulse Durations

5.3.1 Measurements with a Constant Laser Intensity

To further test the model assumption introduced in the last section, the ASE prepulse
duration was changed. This was accomplished by varying the trigger delay for the ultra-
fast Pockels cell as described in chapter 3.3. In addition to the results obtained by the
thickness variation with tTage = 700ps as described in the last section, thickness scans
were performed with prepulse durations of tTasg = 500ps, which is the shortest ASE
duration achievable with ATLAS, Tasg = 1.5ns, and Tasg = 2.5ns. The proton cutoff
energies obtained during the thickness scans for the shortest and longest ASE durations
are compared with the results of Tagsg = 700ps in Fig. 5.5.

4 = "ideal' approximation

proton cutoff energy [MeV]

target thickness [pm]

Figure 5.5: Proton cutoff energies obtained during scans of lhe‘: target thickness for thref: different
prepulse durations, Tasg = 500ps (black line), 700ps (red line), and ?.5 ns (green lmc?‘.‘ Thvi
intensity for all laser shots was /i, = 1.0 x 10" W /cm?. The dotted blue line represents the “ideal

approximation for the proton cutoff energies corresponding to the case of no prepulse (Tasg =

Ops).
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The qualitative behaviour of the maximum proton energy as a function of the target
thickness is the same for all the three ASE durations, but the optimal target thickness,
dopt, strongly depends on the prepulse duration, Tasg. Note, that only the cutoff ener-
gies below each optimal target thickness are affected by changes of the prepulse dura-
tion. They are the more reduced the longer the ASE prepulse is. On the other hand,
the cutoff energies appear to be independent on the prepulse duration above each op-
timal thickness. They seem to converge to an “ideal” approximation suggested by the
dotted blue line. This ideal case would correspond to Tasg = Ops, i.e., no ASE prepulse,
as long as no other effects start to play a role when the prepulse becomes even shorter.
Results published by A. Mackinnon et al. [38] obtained at the JANUSP-laser system at
Lawrence Livermore National Laboratory (LLNL) show that electron recirculation in the
target increases the proton cutoff energy even more for the thinnest targets compared to
the “ideal” approximation in Fig. 5.5, if the ASE prepulse is even shorter and/or the pulse
contrast is substantially higher (~ 107! in [38] obtained with a saturable absorber in the
laser chain compared to 4 x 1078 for the ATLAS laser). Nevertheless, within the prepulse
regime achievable with our system, which is comparable to most other state-of-the-art
CPA lasers, this effect of electron recirculation in the target appears to play no significant
role.

5.3.2 Influence of the Laser Intensity

In a next step, the influence of the laser pulse energy or the laser intensity was investigated.
This was achieved by slightly changing the laser pulse energy?, while the prepulse dura-
tion and all other experimental parameters (especially the main-pulse duration of 150 fs)
were kept constant.

Fig. 5.6 shows the measured cutoff energies of the protons for three different laser in-
tensities (/L = 1.0 x 10" W /em?,1.3 x 10" W/cm?, and 1.5 x 10" W /cm?). While the
maximum proton energies depend sensitively on the laser pulse energy/intensity for ev-
ery thickness, the optimal thickness remains constant within the accuracy limited by the
available target thicknesses.

Together with the results for different prepulse durations shown in Fig. 5.5, it can be
concluded that the value of the optimal target thickness appears to depend on the pre-
pulse duration only, while it is unaffected by relatively small changes of the laser en-
ergy/intensity. Therefore, the optimal target thickness, dopt, is plotted versus the ASE
prepulse duration, Tagg (Fig. 5.7). Within the error bars determined by the jitter of the
trigger for the ultra-fast Pockels cell on the one hand (£150ps) and the available foil
thicknesses on the other hand, this correlation can be approximated linearly with an effec-
tive quasi-velocity, vpey = (3.64-0.6) um/ns. Since this velocity can be interpreted as the
speed of a perturbation launched by the prepulse on the front side, traveling through the
foil and creating a plasma at its back side that affects the rear-side proton acceleration, it
appears natural to compare it to the sound speed in cold aluminium, ¢s = 6.4um/ns [113],
which is a lower limit for the speed of the perturbation. Simulations using the hydrocode

3A change in the laser pulse energy was accomplished by varying the delay between the Nd: YAG-lasers
pumping the amplification crystals in the laser chain and the Ti:Sapphire-pulse.
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Figure 5.6: Proton cutoff energies for three different laser intensities achieved by changing the
main-pulse energy. While the prepulse duration for all the laser shots was kept constant at Tasg =
2.5 ns, the laser intensity was varied between I, = 1.0 x IUIQW/Cm2 and I, = 1.5 x 10""W/cm?,
Although the cutoff energies strongly depend on the laser intensity, the optimal target thickness
remains unaffected within the experimental error bars.

MULTI-FS [50, 114], that will be presented in chapter 6, will resolve this discrepancy.

5.3.3 Correlated Changes in the Spatial Profiles of the Proton Beam

To describe two further aspects concerning the energy spectra and the beam profiles of
the protons, that also change when approaching the optimal target thickness, the re-
sults obtained with a prepulse duration of Tosg = 2.5ns and a laser intensity of /; =
1.3 x 10! W /cm? are investigated in more detail. In section 5.2, target-thickness depen-
dencies both for the cutoff energy and the temperature of the hot proton component have
already been found (cf. Fig. 5.4).

For the longer prepulse duration of Tasg = 2.5ns, this behaviour is even more pro-
nounced, as a longer prepulse is capable of producing a rear-side plasma with a longer
density-scale length. The proton spectra for three foil thicknesses approaching the opti-
mal target thickness (dopr = 8.5um for this prepulse duration) are shown in Fig. 5.8 (a)
together with the spatial beam profiles (b)—(d), that were recorded simultaneously. The
inset of Fig. 5.8 (a) compares the cutoff energies with the temperature of the hottest proton
component for all foils used with thicknesses between 1.5 and 30 um.

Starting at the foil thickness of Sum, a second hotter component appears in the pro-
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Figure 5.7: Correlation between optimal target thickness, dopt, and ASE prepulse duration, Tasg.
The experimentally found quasi-velocity of vpen = (3.6 £ 0.6) um/ns given by the red line is com-
pared to the sound speed, ¢ = 6.4 um/ns, in cold aluminium indicated by the dashed green line.

ton spectra having its highest quasi-temperature of (4.0+0.6) MeV at the optimal target
thickness. At and above this thickness, a clear two-temperature distribution is obtained
in the energy spectrum. The cutoff energies match the temperature of the hot component
within the error bars, while for thinner targets there is only one proton population in the
energy spectrum. Its temperature of (250 4-40)keV is always well below the maximum
energy. This is due to the fact that the hotter proton component always shows a sharp
energy cutoff, while the colder component does not.

Simultaneously with the appearance of an additional hotter component in the proton
spectra, drastical changes in the spatial profile of the proton beam are observed, when
the target thickness is changed. This is shown in Fig. 5.8 (b)—(d). Note that, as the
CR 39 detector was wrapped in a 12-um aluminium foil, these far-field profiles correspond
to those protons only, that have kinetic energies exceeding 900keV. While for thinner
foils (1.5, 2, and 3 um) the beam profiles look similar to Fig. 5.8 (b), i.e., they are rather
blurred and do not show any clear structure across the beam, the profiles appear well-
collimated for thicker targets. To give an estimation of the proton-beam divergence, the
corresponding half-opening angles are given in (b). They also apply for the other profiles.
The collimation apparent in (c) and (d) persists in the proton beam for all thicker foils.

Due to the non-linear response of CR 39 on high proton fluxes, which will be described
in the last section of this chapter, only qualitative conclusions can be drawn from such
beam profiles. There appears to be a “ring”-like structure in the profile, i.e., coming from
outer regions of the beam and moving towards its center, the proton flux seems to increase
first and then to decrease again as it is described in chapter 4.4. The pictures shown here
are brightness-inverted photographic images taken with a digital camera. On the first




66 Chapter 5 Proton Acceleration in the Experiment
8 @ ¢ I
10 ]
& : 33 - 3o
= 3 =, L, 2
3 i - S. B * S
& S
g : \.’ ’0 ll] 10 .
g 2l ”“\ . target thickness [um]
L &,
g 10 E 0\ :‘:0_0:‘:_‘_’ ® _‘_‘:_ S
g e ’\" ~ 2
& . 2pum Spm | 8.5 pm
0F | T-025MeV \Tim 08MeV 7, 40MeV
0 1 2 3 4
proton energy [MeV]

(a) Proton energy spectra

(b) 2-um foil (c) 5-um foil (d) 8.5-um foil

Figure 5.8: Energy spectra (a) and spatial beam profiles on CR 39 plates (b)—(d) .of protons
accelerated from aluminium foils of 2 (b), 5 (c), and 8.5um (d) thickness, respectwe]y._ The
targets were irradiated at a laser intensity of /i = 1.3 x 10!°W/cm? and a prepulse duration of
Tase = 2.5ns. The inset in (a) gives the quasi-temperature of the hottest proton component fqr
all foil thicknesses used. For the three given spectra the dashed lines correspond to these quasi-
temperatures. The circles in (b) give half-opening angles of 5°, 10°, and 15 of the proton beam
with respect to the target normal indicated by the white hole in the CR 39 plates. These angles
apply for all profiles.

sight, brighter regions appear to correlate to higher proton fluxes. Such rings on CR 39
plates have also been observed by E. Clark et al. [13,14] and M. Zepf et al. [44] and were
interpreted as a signature of protons coming from the target front side and being deflected
inside the target by the azimuthal magnetic fields associated with the hot-electron current.
This interpretation does not comply with the model assumption about the origin of the
fastest protons, according to which this hottest component appears only at and above the
optimal target thickness and is accelerated at the target rear side. Y. Murakami et al. [46]
report on similar rings observed on CR 39 plates that also recorded the spatial profile of
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proton beams accelerated from plastic targets. In this paper, the formation of such ring-
like beam profiles is explained by toroidal magnetic fields at the rear surface of the target.
These magnetic fields are generated by hot electrons that exit the target and are pulled
back by the arising electrostatic fields forming a fountain structure as it wil| be described
in chapter 8.3. These magnetic fields in turn deflect the rear-side accelerated protons
sideways from target normal direction. This gives rise to the ring-like beam profiles.

These two conflicting interpretations make different predictions about the origin of the
protons within this ring-like beam profile. Therefore, the exact proton distribution within
the “ring” has to be investigated by spectral measurements over the whole extension of the
beam using the Thomson parabola. The results from these investigations will be presented
in the next section proving that the ring structure is not real and but rather due to an artifact
arising from the non-linear response of CR 39 on high proton fluxes. In the measurements
presented here, it could be shown that the proton beam has no ring-like structure but a
distribution with the peak of the proton flux exactly on its axis along the target normal
direction.

5.4 Angularly Resolved Measurement of the Proton Spectra

This last section concentrates on angularly resolved spectral measurements of the pro-
ton beam, to obtain a characterisation of the protons as complete as possible, including
changes of the energy spectra over the whole spatial extension of the beam. This provides
a better understanding of the underlying acceleration processes. On the other hand, it al-
lows a clarification of the origin of the “ring”-like features in the spatial profiles that were
observed in the experiments and described in the last section.

5.4.1 Changes in the Experimental Setup

For this purpose, the target was rotated around its vertical axis as depicted in Fig. 5.9,
while the position of all other diagnostics and in particular the angle between the incoming
main pulse and the Thomson parabola remained constant. This allowed an easy variation
of the angle, @, during the experiment without any changes in the target chamber or the
setup of the diagnostics. The angle, @, was limited to ~ +13° in positive direction due to
back reflection of the laser pulse as mentioned above.

On the other hand, a rotation of the target changed the laser intensity on the front side.
During these measurements using an on-target energy of ~ 700mJ, the averaged intensity
on the target depending on the angle, ¢, is estimated as

_ n-Ey
T - 7rE / cos(30° — )

I.(9) = 1.34 x 10" W/cm? - cos(30° — @), (5.2)

where 1 - E is the fraction of the laser energy that is contained within the (elliptical)
area 17 / cos(30° — ¢), that corresponds to the first Airy-disc in the focal plane (cf. chap-
ter 3.1). The case of ¢ = 30° corresponds to normal incidence with a circular focal spot




68 Chapter 5 Proton Acceleration in the Experiment

ATLAS 10-beam
(p-polarised)

Figure 5.9: Experimen-
tal setup for the angularly re-
solved measurements of the
proton spectra. While the an-
gle between main pulse and /
Thomson parabola remains

fixed, the target is rotated
around its vertical axis by the
angle, ¢. This sketch shows
the case @ = +13°. As the
proton beam is emitted along CR 39
the target normal direction, its L
imprint on the CR 39 plates is

shifted correspondingly. The

Thomson parabola then mea-

sures the spectrum under an {0 Thomson ;
angle, @, from target normal parabola

direction.

on the target. As the target was rotated between the angles @ = —9° and @ = +13°, the
intensity varied between 1.04 and 1.29 x 10" W /cm?, the higher intensity corresponding
to a larger value of @. A counteracting process arises due to the fact that the absorp-
tion of the p-polarised laser light and its conversion into hot electrons, e.g. via resonance
absorption, is enhanced for larger incident angles [59]. To some extent, this increased
absorption might balance the associated reduction of the laser intensity. Furthermore, as
the preplasma evolution on the target front side is a mixture of both a plane and a radial
expansion, resulting in a convex sphere of the critical density where the laser light is ab-
sorbed or reflected, any effects associated with a target rotation are additionally reduced.

5.4.2 Measurement of Proton-Energy Spectra and Beam Profiles

Fig. 5.10 shows both the energy spectra (a) and the beam profiles (b)—(e) of the protons
obtained for four different angles ¢ (—7°,0°,4+-5°, and +13°, respectively). It is obvious
that the beam profiles move as to follow the target rotation. The center of the profile is
always rotated by the same angle as the target with an accuracy of +1°, which was also
the accuracy of the target alignment. This is in full agreement with the fact that similar
proton features observed in different experiments [15,28] always appeared in the direction
of the rear-side target normal.

The energy spectra of the protons were measured simultaneously in a direction corre-
sponding to the position in the spatial profile that is indicated by the hole in the CR 39
plate. These holes are either in the center of the beam (c) where the proton flux appears
to be lower or in the outer regions (b), (d), and (e) with apparently higher fluxes. But
when comparing the beam profiles with the exact energy spectra (a), it can be concluded
unambigously that in the center of the beam, i.e., for @ = 0°, the highest proton numbers
are obtained and the larger the deviation from the center is, the more is the total proton
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Figure 5.10: Energy spectra (a) and spatial beam profiles (b)—(e) of protons accelerated from
S-um aluminium foils. The rotation angle, @, was varied between —7° (b) and +13° (e). The
targets were irradiated at laser intensities, /;, between 1.07 and 1.29 x ]O"’Wﬁcm2 depending
on the rotation angle and with a constant prepulse duration of Tasg = 500ps. The center of the
beam profile moves corresponding to the rotation of the target. This motion can be traced with an
accuracy of 1°, As the CR 39 was shielded with 12-pm aluminium foils, the profiles correspond
to protons with Ey, > 900keV, indicated by the dashed vertical line in (a).

number reduced. This clearly rules out a ring-like beam profile as in [13, 14,46]. A de-
tailed investigation of the CR 39 plates under an optical microscope reveals that coming
from outer regions (i.e., from large angles @), the proton pits are well separated in the
beginning but then start to overlap corresponding to a region on the CR 39 which appears
Flul[er or darker when looked at with the bare eye or with a digital camera. The proton flux
increases further when approaching the center of the beam, as the spectral measurements
reveal. But the CR 39 detector shows a different behaviour, namely a region appearing
brighter or more transparent again. In this region, the proton pits are close together and
therefore strongly overlap so that the surface appears to be plane again. This gives rise to
the illusion of lower proton numbers when the plates are viewed by naked eye, although
the real flux is maximal here.
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More specifically, a much stronger reduction of the cold proton component is observed
than of the hot one. While for the latter component, the temperature, the total number,
and the cutoff energy only show a weak dependence on the angle ¢, the cold component
is much stronger affected. The lower the kinetic energy of the protons is, the stronger is
the reduction for larger deviations from ¢ = 0°. For the lowest detected proton energy
of 300keV, a reduction by two orders of magnitude is found for ¢ = +13° compared to
@ = 0°. In other words, the lower the proton energy is, the stronger they are collimated
along the target normal direction.

Figure 5.11:  Photographic picture of a CR 39 plate,
that was wrapped with two different aluminium filters
during the exposure to the proton beam. While the up-
per part was covered with a 12-um foil. showing a ring-
like structure as on the previous CR 39 plates, corre-
sponding to a strong increase in proton flux towards the
center of the beam, the lower part was shielded with a
62-um foil, that blocks protons below Ey;, = 2.5MeV
(cf. eq. (4.1)). In this part, we do not observe any ring-
like structure, but a homogeneous disc that has a slightly
smaller diameter. This beam profile exactly reproduces
the spectral measurements presented in Fig. 5.10. . = =i

The different divergences of slower and faster protons are also seen in Fig. 5.11, where
two parts of the beam profile were recorded with a differently filtered CR 39 plate, giving
the spatial distribution of protons in two different energy intervals. While the upper part is
dominated by the low-energy protons with Eyj, > 900keV, that have a much higher total
number, the lower part was only sensitive to protons with Eyj, > 2.5MeV. In the upper
part, a clear “ring”-like dependence, which — as it was shown before — corresponds to a
strong increase in the proton flux towards the center of the beam. In the lower part, a very
even proton distribution is obtained, that matches the observations of the energy spectra
for high proton energies.

5.4.3 Determination of the Energy-Resolved Divergence of the Protons

To gain a deeper insight into the spatial distribution of the electric field at the target rear
side, that drives the proton acceleration, the proton-energy spectra measured under dif-
ferent angles from the target normal direction, ¢, were examined in more detail for the
case of 5-um aluminium foils. Each energy spectrum is subdivided into discrete energy
intervals around a set of fixed energy values, E;. Within each interval, the total num-
ber of protons, N(Ej), is counted, giving an energy spectrum, dN(E;)/dE, with a much
lower energy resolution, smearing out shot-to-shot fluctuations. This is done for all pro-
ton spectra measured under different angles, ¢, with a prepulse duration of Togg = 500 ps.
Then, the total proton numbers within a certain energy interval around E; are compared
for the different angles, @, leading to a divergence of protons with kinetic energies exactly
within this energy interval around E;. Fig. 5.12 shows the deduced divergence angles
(FWHM), o, for the different energies, E;. A clear increase of the divergence angle, o, up
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Figure 5112: Half-opening angles, o, of protons of a certain energy, Ey. The black squares give
the experimentally measured values, the red line is to guide the eye.

to a maximum value of 20° is observed, when the proton energy increases to ~ 1.8 MeV.
Beyond this energy, the divergence decreases again. This first behaviour exactly repro-
duces the observations in the energy s pectra, that were already described above, where the
low-temperature component has a si gnificantly lower divergence than the hot component,
However, for the highest proton energies, the divergence decreases again, which is in ex-
act agreement with measurements carried out at the LULI laser published by M. Roth et
al. [28] (for a detailed description of these measurements see, e.g., [82]). In these ex-
periments, the divergence of protons with kinetic energies between 2MeV and 12MeV
was determined by measuring the opening angle of the spatial beam profiles obtained in
a stack of radiochromic films and filter foils. Each film layer corresponded to a narrow
Proton—energy gap. Roth et al. found a continuous decrease of the divergence angle with
increasing proton energy. However, this measurement was limited by the lower energy
cutoff of 2MeV in the experiment, which was the energy of protons detectable in the first
film layer. In the experiments described in this thesis, the energy range could for the first
time be extended down to 300keV. In this range, again a strong decrease of the diver-
gence is found. This behaviour can be explained by the spatial distribution of the electric
field at the target rear side. It will be described in chapter 8.3.
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5.4.4 Measurement with Different Prepulse Durations

Similar angular scans were carried out with a prepulse duration of Tasg = 2.5ns and
5-um aluminium foils. The measured spectra are shown in Fig. 5.13. It is obvious from
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Figure 5.13: Proton energy spectra measured under different emission angles, ¢, for a prepulse
duration of Tasg = 2.5ns. The foil thickness was again 5um. The collimation of the cold proton
component is weaker than for a shorter prepulse duration, as it is shown in Fig. 5.10.

the spectra that for this case of a longer prepulse duration, the cold proton component
is less strongly collimated than in the case of a short prepulse as it was discussed in the
last section. Furthermore, the hot proton component also decreases for larger deviation
angles, @.

The difference between the two prepulse durations is summarised in Fig. 5.14, where
the proton numbers per msr (a) as well as the energy of the protons contained in the
spectrum per msr (b) are given as a function of the emission angle, ¢, for the two different
prepulse durations. The experimental values are fitted by Gaussian distributions with
different divergencies (FWHM) of ~ 11.5° and ~ 15° for the prepulse durations of 0.5ns
and 2.5ns, respectively. For negative angles, @, lower proton numbers and integrated
energies are obtained for both prepulse durations compared to positive angles. This can
be explained by the slightly higher intensity on the target front surface for positive angles,
as it was estimated in the beginning of this section. Nevertheless, the differences in the
proton spectra for the same deviation, |¢|, from the target normal in positive and negative
direction arising from intensity variations on the target front side, appear to be small
compared to the changes in the spectra arising when the emission angle is changed from
¢ = 0° to larger angles.
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both plf)ts divergences (FWHM) of 11.5° and 15° for the prepulse durations of 500ps and 2.5ns
respectively. o

Based on the Gaussian fits that are shown in Fig. 5.14, the total proton numbers and the

total energy carried by the protons in the beam can be estimated by integration over the
angle. For the prepulse duration of Tagg = 500 ps one obtains

Nges(500ps) = 5.7 x 10'° and
Eges(500ps) = 3.1x10%eV =4.9m],

while for the longer prepulse of Tosg = 2.5ns

Nges(2.5ns) = 3.0x 10'° and
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Eges(2.5ns) = 1.5x10%eV =2.4mJ

is found. The conversion efficiency of laser-pulse energy (Ej, =~ 700m] for these shots)
into protons with kinetic energies exceeding 300keV is therefore 0.7% and 0.34% for the

prepulse durations of 500 ps and 2.5ns, respectively.

5.5 Summary of the Experimental Results

The experimental results concerning the characterisation of laser-accelerated proton beams
can be summarised as follows:

e A strong dependence of the appearance of one or more temperatures in the energy
spectra, the total number, and the maximum kinetic energy of tl'lle protons on the
aluminium-foil thickness was demonstrated. An optimal target thickness, dgp., Was
found at which the proton cutoff energy and the temperature of the hottest compo-
nent in the spectrum are maximal.

e By a controlled variation of the ASE prepulse duration, Tagg, a clear corre]alloln
between the optimal target thickness and the prepulse duration was found. This
correlation is approximately linear.

e While the proton cutoff energy strongly depends on the laser-pulse energy‘and the
combination of target thickness and prepulse duration, the optimal target thickness,
dopt» depends on the prepulse duration only.

e The proton spectra and the spatial beam profiles change significantly a_round dop, a
correlated appearance both of a significantly hotter proton componeflt in the energy
spectrum and of a collimated feature in the beam profiles, exactly aligned along the
target normal direction was observed.

e The “ring”-like structure in the beam profiles recorded on CR 39 plates is not rﬁ‘?,l
but an artifact of the non-linear response of this detector on high proton fluxes. .Thls
was proven by angularly resolved measurements of the proton spectra revealing a
strong collimation of the cold proton component and a large divergence of the hotter
component for short prepulses.

e The divergence of the protons strongly depends on their kinetic energy. Whilr?: f?r
energies above 2MeV the divergence decreases with the proton energy, \_fvhat is in
exact agreement with measurements from other groups, a strong collimation of the
low energy protons could be demonstrated for the first time.

e The total number of protons accelerated from a 5-um aluminium foil to energies
above 300keV is 5.7 x 10'? and 3.0 x 10'° for the prepulse durations of 500 ps and
2.5ns, respectively. These protons carry a total energy of 4.9mJ (tasg = 500ps) and
2.4ml] (tasg = 2.5ns) yielding a conversion efficiency of 0.7% and 0.34% from a
laser-pulse energy of E}, =~ 700 mJ into protons.

Chapter 6

Influence of the Laser Prepulse:
Simulations with the Code MULTI-FS

In the experiments described in the last chapter, a strong influence of the laser prepulse
duration, Tasg, on the acceleration of protons was observed. The highest kinetic proton
energies were achieved with foils having an optimal thickness, dop. This optimal thick-
ness was found to increase with increasing prepulse duration (cf. Figs. 5.5 and 5.7). This
behaviour could be explained qualitatively by assuming that prepulse-induced changes
in the target properties such as an expansion of the target and a formation of a rear-side
ion-density gradient strongly influence the rear-side acceleration. Triggered by the pre-
pulse impinging on the front side, it appears natural that the changes at the rear side of
the target depend on its thickness. This chapter deals with the quantitative description of
prepulse-induced effects on the target properties by means of numerical simulations.

6.1 Motivation for Hydro Simulations

The effect of the ASE prepulse on the rear-side acceleration of protons was observed for
the first time by M. Roth ef al. in experiments using gold targets, that were irradiated by
slightly higher laser intensities [37]. In these experiments, the number of protons with
kinetic energies above the detection threshold of ~ 2MeV were compared for two differ-
ent prepulse durations using targets with a constant thickness of 48um. For a prepulse of
Sns duration having an intensity level of ~ 5 x 10'2W/cm2, a strong proton signal was
observed, while for a 10-ns prepulse, no protons with energies exceeding 2MeV could
be detected. These two experimental values only allow a rough estimate of the influence
of the prepulse. Based on results from MULTI simulations [114], the authors concluded
that the break-out of a shock wave at the back of the target that had been launched by
the prepulse on the front side and had traveled through the target was responsible for the
diminution of the proton cutoff energy below the detection threshold of 2MeV.

For the experiments presented in this thesis with slightly different laser conditions,
especially a much lower prepulse intensity level, which could be carried out in much
greater detail and with higher accuracy, the shock wave propagating through the material
alone is not sufficient to explain the results. To gain a deeper insight into the processes
involved, detailed simulations using the code MULTI-Fs [50] were carried out. These
simulations give a plausible explanation for the experimental results.
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6.2 The 1-D Hydrodynamic Code MULTI-FS

The one-dimensional hydrodynamic code MULTI-FS [50] is an extended version of the
code MULTI [114] that was developed to describe the radiation hydrodynamics in exper-
iments relevant for inertial confinement fusion. Both versions of the code describe the
hydrodynamic processes in solid targets triggered by laser irradiation. The code uses La-
grangian coordinates [115] including electronic heat conduction and multigroup radiation
transport. In Lagrangian coordinates the density, pressure, and velocity of the target ma-
terial are not determined at a fixed position in space as in Eulerian coordinates, but the
changes of these quantities are described for a fluid element that moves in space. Ini-
tially, the target foil is subdivided into thin layers, each representing such a 1-D fluid
element. The temporal evolution of each layer is described by the basic equations of hy-
drodynamics [115] that express the conservation of mass, momentum, and total energy
in each layer. The internal energy of each fluid element can be changed by changing its
volume, by electronic heat conduction, and by the absorption and emission of radiation.
The hydrodynamic equations have to be completed by equations of state (EOS) for the
internal energy and the pressure as functions of the local density and temperature. This
is implemented into the code by tabulated values obtained from the Los Alamos SESAME
EOS [116]. The code treats radiative effects by using tabulated values for the (frequency-
dependent) radiative absorption and emission coefficients that are also functions of density
and temperature. These tabulated values (also called opacity tables) are obtained from the
SNoOP atomic physics code, as it is described in [117].

While in MULTI the laser-light absorption is described by Beer’s law that only holds
true for shallow plasma gradients (density-scale length L, > Ar), MULTI-FS explic-
itly solves Maxwell’s equations to correctly describe the light absorption also in steep-
gradient plasmas. Furthermore, MULTI-FS includes a more realistic model for the electri-
cal and thermal conductivity in the target covering a wide range of densities and tempera-
tures. As the intensity of the ASE prepulse as well as the initial temperature of the target
material were very low in the experiments described in this thesis, a correct description
of the cold solid state in the simulation is of great importance. The energy exchange be-
tween electrons and ions as well as the thermal conductivity of the material depend on the
electron-collision frequency, Ve. In a plasma at high temperatures, the electron collisions
are Coulomb-like, and v, is described by Spitzer’s law. Here, v, is proportional to 7,~%/2,
but for low temperatures, the collision frequency would obviously diverge in this model.
However, in a solid below the Fermi temperature, Ty, which is 11.7eV for aluminium,
the electrons are in a degenerate state, and the collision frequency no longer depends on
the electron temperature, but it is governed by the scattering of electrons by lattice vibra-
tions (phonons). In this case, V. is proportional to the temperature of the ions, 7. Here,
ve converges for low temperatures. In MULTI-FS, a formula interpolated between these
two regimes is utilized to correctly describe the thermal conductivity in aluminium for all
states ranging from the solid state at room temperature up to the plasma state. Further-
more, MULTI-FS uses separate SESAME EOS for electrons and ions, what becomes the
more important, the lower the initial temperatures are. This allows realistic simulations
with intensities and initial temperatures as low as in the experiments reported here.
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6.3 Details of the Simulations

The simulation starts with an aluminium target that is initially at room temperature (kg7 =
kgT; = 0.03eV). The laser pulse implemented into the code follows the measured ASE-
prepulse evolution that is again shown in Fig. 6.1. For the different prepulse durations,
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Figure 6.1: Linear fits (dashed lines) to the measured (solid lines) temporal evolution of the ASE
intensity for different prepulse durations. The three solid lines correspond to Tasg = 2.5ns (blue),
1.0ns (red), and 0.5ns (black), respectively. At t = 0 the main pulse starts, what is no longer
included in the MULTI-FS simulations. During Ty, the prepulse-intensity increases linearly from
0 to its maximum value of 8 x 10''W/cm?.

TASE, used in the experiment, the ASE prepulse is modeled in the following way. Its inten-
sity rises linearly from 0 to 8 x 10! W /cm? within a certain rise time, g, that slightly
changes for the different prepulse durations. The peak ASE intensity corresponds to a
relative ASE level of 4 x 10~® for a main pulse intensity of /;, = 2 x 10! W /cm?, which
was the peak intensity on the target in our experiments assuming the same focusability of
prepulse and main pulse. After the time equivalent to the prepulse duration, the simulation
gives the target properties at the moment of the main pulse arrival.

Fig. 6.2 shows the schematic initial cell layout used in the simulations. The laser im-
pinges onto the target from the left. The cell widths in the front- (A) and rear-side part
(C) of the target decrease towards the surfaces to describe the laser-target interaction at
the front and the rear-side plasma evolution at the back of the target with higher accuracy.
The central part (B) has a constant cell width, the cell number is varied to obtain different
total target thicknesses.
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Figure 6.2: Initial configuration of the La-
grangian cells in the target used in the MULTI- I | Il

FS simulations.

6.4 Simulation Results from MULTI-FS

Fig. 6.3 shows results from MULTI-FS calculations for the temporal evolution of the target
foil under the influence of the ASE prepulse. The lines give the position of the interfaces
of the Lagrangian cells as a function of time. The prepulse coming from the bottom
impinging on the target front side at x = 0 deposits its energy in the first layers. Here, the
target material is heated up to temperatures of ~ 100eV, generating a low-density blow-
off plasma expanding into the vacuum, as it is indicated in the plot by the lines bending
down to negative x—values.

As a consequence of the front-side plasma expansion into the vacuum and the associ-
ated repulsion, a shock wave is launched into the target, as it is indicated by the dashed
blue line. The front of this shock wave travels exactly with the sound speed in cold alu-
minium, ¢; = 6.4um/ns [113]. However, when this shock front arrives at the target rear
side, the caused changes remain small here, as the shock itself is only weak. The sim-
ulations reveal that the target material is only heated by ~ 100°K, when the shock front
passes. The pressure difference in front of and behind the shock front is of the order of
0.1 Mbar only. Furthermore, the simulations show that the shock-wave arrival does not
trigger the formation of an ion density gradient at the rear side, as the whole foil is accel-
erated in laser direction after the shock break-out due to the repulsion from the blow-off
plasma on the front side. However, when the entire foil starts to move in laser direction,
the effective thickness, which is the thickness of the overdense plasma layer, increases.
While the relative increase of the effective thickness is small for thicker foils, it is non-
negligible for the thinnest foils. Here, the arrival of the shock wave at the rear side appears
to have a significant effect.

Additionally, the bulk of the target is radiatively heated by X-rays generated in the
focus of the ASE prepulse on the target front side. As mentioned above, the emission of
this radiation on the front side is determined by the local temperature and pressure of the
material. The radiation penetrates the entire target material, a part of it is locally absorbed,
again depending on the local target density and temperature but also on the frequency of
the radiation. A comparison between the radiation intensities on the target front and rear
side is shown in Fig. 6.4. While in (a), the evolution of the front- and rear-side intensities
integrated over the intire frequency spectrum are shown, (b) gives the spectral intensities
at the front- and rear-side at t = 1ns for different initial target thicknesses. Obviously the
effect of radiative heating is strongly diminished for thicker foils, where the total radiation
intensity is lower by more than one order of magnitude compared to the thinnest foil, as
shown in (a). Figure 6.4 (b) shows that only the radiation from the K—shell emission
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(Ephoton &~ 1.5keV) in the high-temperature layers on the target front side heats the bulk
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Figure 6.3: Motion of the Lagrangian cell interfaces in the target foil under the irradiance of
the ASE prepulse for foils of 2-um (a), 3-um (b), 5-um (c), and 8.5-um thickness (d). The ASE
prepulse is incident on the target front side at x = 0 from below. The position of the shock-wave
F‘rm:nt propagating through the target is indicated by the dashed blue lines. The dotted red lines
indicate the prepulse durations for which each target thickness is the optimal value as measured in
the experiment. These durations approximately correlate with the onset of the rapid expansion of
the target rear side.

of the target, as it is optically thin for these photon energies. Photons with energies below
700eV (mainly from L—shell emission) have a significantly shorter mean free path and
cannot reach the rear surface. For these photons the target is optically thick.
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Figure 6.4: X-ray radiation intensities calculated with MULTI-FS simulations. The dotted lines
give the intensity at the front side, the solid lines indicate the intensities at the rear surface of
targets with different thicknesses.

Due to the local absorption of radiation the temperature is increased. At the tar-
get rear surface, this results in the formation of an ion-density gradient that can be de-
scribed by a self-similar solution at the target rear surface as discussed in chapter 2.
The expanison of the aluminium ions with mass m; = 27u is driven by the electrons
with the temperature 7.. The ion density follows eq. (2.61), its scale length is given by
Ly =cst = t\/(ZkgT. + kg T;) /mi = t\/(Z + 1)kpT./mi, where T; ~ T.. For a 3-um foil,
MuLTI-FS predicts a rear-side temperature that is assumed — for these simple considera-
tions — to be constant at a value of 0.5eV over the time of ~ 1.3ns between the increase
of the rear-side temperature above the boiling point of 0.24eV and the arrival of the main
pulse at the front side, when the proton acceleration sets in. The mean ionisation state
predicted by the code is Z ~ 2. This results in a density-scale length of L, ~ 2.5um.
As it will be shown in chapter 7, the formation of a rear-side plasma causes a significant
reduction of the rear-side proton-acceleration fields.

The heating of the rear side is strongly reduced for thicker targets, as the radiation is
already absorbed inside the target resulting in a lower intensity at the back, as shown in
Fig. 6.4. Consequently, the expansion and the associated formation of a density gradient
are much slower compared to thinner foils. Therefore, the prepulse-induced changes of
the rear-side properties are significantly weaker and set in at a later time for thicker foils.
This agrees well with the experimental observations, where the ASE prepulse can be
longer before the proton acceleration is affected. In Fig. 6.3 the experimentally found
prepulse duration, for which each target thickness has the optimal value, is indicated by
vertical dotted red lines. For the first three thicknesses shown here, this agrees with the
onset of the expansion of the target, while for the 8.5-um foil, the rear-side expansion
already starts earlier. One possible explanation for this fact could be the planar geometry
the code is based on. When the focal spot of the prepulse is larger than or comparable to
the target thickness, as it is the case for the first three thicknesses, the planar description
is valid. For thicker targets, however, the effect due to radiative heating is overestimated
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in planar geometry. A 2-dimensional description would lead to a lower radiation intensity
and thus a lower expansion velocity. This would lead to a later onset of the rear-side target
expansion as it is expected from the experimental findings.

Finally, the electron density distributions for different initial target thicknesses after a
2.5-ns irradiation by the ASE prepulse is determined. This is shown in Fig. 6.5. All the
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Figure 6.5: Electron-density distributions in targets of different initial thicknesses after the irra-
diation with an ASE prepulse of 2.5-ns duration and of 8 x 10'' W/cm? peak intensity from the
left. The targets had initial thicknesses of 1.5um (black line), 3 um (green line), and 14.1 um (blue
line). The red line indicates the (relativistic) critical density for the ATLAS pulse. The two shaded
regions depict the initial and the effective thickness for the 1.5-um foil.

targets no longer have their initial thickness, but they have expanded on both sides. The
front side expansion due to the laser irradiation extends far into the front-half space for
all three targets. When the high-intensity main pulse having a wave length of 790 nm
and an intensity that corresponds to an averaged Lorentz factor of () ~ 2.8 is inter-
acting with the front-side plasma, it propagates up to the relativistic critical density of
ne = 5.0 x 10! cm =3, where the major part of its energy is converted into fast electrons.
This density defines the effective thickness of the foil. At the rear side, a plasma gradient
has been formed due to radiative heating for the foils of 1.5-um and 3-um thickness, the
foil of 14.1um thickness still shows a sharp density drop'. For all three foils, the effective
target thickness has increased. The initially 1.5-um thick target has an effective thickness
of ~15um and a rear-side ion-density gradient with a scale length of ~2.0um. For the
3-um target, the effective thickness is ~18um and the rear-side scale length is ~1.5um.
This approximately matches the simple estimation for the scale length of Ly ~2.5um that

' As MULTI-FS predicts a constant ionisation degree at the target rear surface, the ion and electron densities
have spatial distributions that are proportional to each other and the same density gradients.
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was given above. For the initially 14.1-um thick foil, the relative increase of the effective
thickness to ~22um is much smaller and the rear-side gradient is much steeper with a
scale length smaller than 0.2 um.

At the target front side, the electron-density gradient depends only very weakly on
the target thickness. For all different thicknesses used in the experiment, the front-side
electron-density gradient varies between 3.5um for the thickest foils and 4.5um for the
1.5-um foil for the prepulse duration of Taosg = 2.5ns (these cases are shown in Fig. 6.5).
For the shortest prepulse duration of Tagg = 0.5ns, MULTI-FS predicts a constant value of
0.5um for all target thicknesses. Furthermore, the position of the critical density is only
shifted within ~ 15um, what is below the Rayleigh length of the focusing optics. This
strongly suggests that the process of electron acceleration at the target front side remains
unaffected for a constant prepulse duration, when the target thickness is changed. It
might change for different prepulse duration also leading to a different injection angle
of the electron beam into the target, as it was discussed in chapter 2.2. This effect was
recently observed by J. Stein in an ongoing experiment using the same laser system at
MPQ [118].

6.5 Summary of the MULTI-FS Simulations

e The ASE prepulse impinging on the target heats up the front surface and increases
the effective target thickness. A shock wave is launched into the target.

e Additionally, the target material is radiatively heated due to X-rays generated in
the focus of the prepulse. Due to the heating of the target rear side an ion-density
gradient is formed. The rear-side heating is strongly reduced for thicker targets due
to absorption of the radiation in the target. Furthermore, the relative increase of the
target thickness due to the prepulse is much less pronounced for thicker foils.

e Assuming a cold and unexpanded target and a shock wave propagating with the
sound speed of the cold material as in [37] is not sufficient to explain the exper-
imental observations, as in the experiments reported here the shock wave is too
weak. Here, the radiative heating has to be taken into account.

e The front-side electron-density gradient remains almost constant for a fixed pre-
pulse duration and all target thicknesses used in the experiments implying that the
electron acceleration remains unaffected for a scan of the target thickness with a
fixed value of Tagg.

rﬁ———ﬁ*

Chapter 7

A One-Dimensional Simulation Code for the
Rear-Side Acceleration of Protons

In this chapter, a one-dimensional simulation code will be introduced that was newly
developed to describe the process of proton acceleration at the target rear side. After a
detailed description of the simulation code itself the validity of the analytical formulas
derived in chapter 2 is shown and the effect of an initial proton-density gradient at the
target rear side is investigated that cannot be treated analytically.

7.1 Description of the Simulation Code

The process of proton acceleration at the rear side of the target is described by means
of a 1-dimensional simulation code, that is based on a 1-D model by Crow et al. [84].
Published in 1975, it was developed to describe the ion acceleration in laser-plasma inter-
actions using ns-pulses, which were the shortest pulses available at that time.

The physical picture of the rear-side acceleration is the same, as it was already de-
scribed in chapter 2. The gradient of the rear-side potential, which initiates the proton ac-
celeration, depends on the initial density, neg, and the temperature, 7, of the hot-electron
component, as it was shown in chapter 2. But furthermore, it depends on the initial density
distribution of the protons at the rear side before the acceleration starts. The analytical
solution derived in chapter 2 is valid for an initially step-like distribution only. The case
of a preformed plasma at the target rear surface having an exponential drop in the proton
density cannot be treated analytically. Such a case corresponds to a plasma formation
due to the prepulse-induced heating of the back of the target. This case will therefore be
investigated using this simulation code. After the acceleration of the protons has started,
the proton distribution expands from the target rear surface, additionally affecting the gra-
dient of the rear-side potential. All these effects are included in the simulation, giving a
detailed insight into the acceleration process.
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7.1.1 Set of Equations Solved by the Code

The proton acceleration is described by the following set of equations including the Pois-
son equation, the equation of motion of the protons, and their equation of continuity:

PRGN~ o fmeter) ~mler)], .1y

Er) = —2@a(x), (12)
Wwp(&r)a”“g”) - mipﬁ(x,r), and (7.3)
W—F% np(x,t) -vp(x,t)| = 0. (7.4)

Here, @ (x,1) is the potential and E(x,¢) the electric field arising from the charge separa-
tion, that is described by the electron and proton densities, n¢(x, ) and ny(x,#). During the
acceleration process the proton-velocity distribution, vy (x,), changes. This set of equa-
tions is integrated numerically at discrete times, #;, leading to new proton-density and
-velocity distributions for the next time step, fy .

7.1.2 Initial Conditions

The acceleration of the protons, that is driven by the electrostatic field set up by the hot
electrons leaking out of the back of the target, is described by the evolution of the density
and velocity distributions, np(x,) and v, (x,1), of the protons. These quantities are numer-
ically calculated at discrete time steps, f;, that are separated by a constant time interval,
At. The electron distribution, n.(x,¢), with an initial value, ne, and a Boltzmann-like
temperature, T, is assumed to be in thermal equilibrium with the electrostatic potential,
D,;(x,1), for all times t > 0 during the whole acceleration process:

ne(x,1) = 1o - €xp lf%l(;—’)] (1.5)
Ble

The initial proton distribution can either be step-like or it can drop exponentially over a
characteristic density-scale length, L,. The former situation is the same as that discussed
in chapter 2, the latter takes into account the effect of a rear-side expansion due to the
prepulse-induced heating. Beyond xpmax(0), which is the initial position of the proton
front before the acceleration starts, the density drops to 0:

e for x<0
np(x,0) = ¢ neo-exp[—x/L,| for 0L E < e (0) (7.6)
0 for xmax(0) < x.

As from the prepulse-induced plasma formation at the rear side, that acts over several
100’s of ps or even several ns, the effective energy gain of the protons is small compared
to the subsequent acceleration by the MeV-electrons, the protons in the initial density
profile are assumed to be at rest before the acceleration starts, i.e., vp(x,0) =0.
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7.1.3 Calculation of the Electrostatic Potential

A.t each time step 1, > 0, the electrostatic potential, @ (x,7), and the electron-densit

distribution, ne(x,#), that is described by eq. (7.5), are obtained by numerically solvini
the Po?sson equation including the momentary proton-density distribution, 1, (x, ). Thi:
numerical integration, that is carried out over the distance, x, is devided into ?wc; parts. t

First the Poisson equation

az(Dd (.t, f&) L)) .t
80____8.1'3 = e|ne-exp {"3 ‘;IB(;Ee fc)] _np(x, fk):l (7.7)

is integrated in the region where both electrons and protons are present starting from
Fhe momentary position of the proton front, .y = Xmax (fk), 10 X — —oo, As ec: (7.7)
Is a second-order differential equation, that does not depend on the first derivative of
Fhe potential, d®e;(x,#)/dx, Stoermer’s rule can be used for integration [119]. For this
integration, the boundary conditions are not given at the position of the proton front
Xmax, What is necessary for the initialisation of the numerical integration. However the:
potential and the electric field have to vanish for x — —es to provide charge neutralit,y in
the undisturbed plasma. A so-called shooting method is used to overcome this problem
[87,119]. The initial value of the potential, D¢ (Xmax ), that also determines the slope of the
pote‘ntial, Dy’ (Xmax ), as it will be shown below, is guessed and the numerical integration is
carried out. Depending on the behaviour of @, (x) for x — —eo with the guessed value, the
starting value of the potential is varied, until the left boundary conditions, i.e., @ (x) — 0
and ®'(x) — 0 for x — —oo, are fulfilled. In the simulation, this is achieved with an
accuracy of better than 10~7,

In the second step, the Poisson equation is solved for x > x;ax (), where a pure electron
cloud is present. Here the Poisson equation reads

8082€I)e|(x,f) — en eq)el(-r;f)
2 = Gl oKp L | (7.8)

As the potential has to be continously differentiable at the proton front, the initial values
for the numerical integration in this second step have to be the same as determined in the
first step.

.The two parts of the numerical solution together give the potential, @ (x, 1), associated
with the electron and proton distributions at time, I, at all positions, x. The electric field
that d.rives the proton acceleration and changes the proton-density distribution during the
next time step is finally obtained by

d
E(x':rk) = ha_' el (I,fk). (7.9)

Figure 7.1 shows the calculated electron densities (red line) and electric fields (dashed
blue line in the lower plots) for # = 0 for a proton distribution (black line), that is initially
step-like (a) and for one having an exponential drop in the density at the back of the
target (b). In the simulation, a fully ionised hydrogen plasma is assumed having the same
density as the hot electrons for x — —oo, thus assuring charge neutrality. )
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Figure 7.1: Initial proton- and electron-density distributions and .resulting e]ecl.ric fields at the
target rear surface with no proton-density gradient (a) and a der_lsuy gradient w122l:) Ly =7' 0..8;.[!11
(b). The undisturbed density of the electron beam in the target is nep = 3.4 x 10"cm ™" with a
temperature of 7, = 100keV. The resulting electric field that is peaked at the proton frm.n for both
cases is significantly reduced in the case with a rear-side proton-density gradient (b), in the end
leading to lower final energies of the accelerated protons.

The numerical procedure that gives an accurate description of the acceleration of the
protons follows in the next section.

7.1.4 Acceleration of the Proton Distribution

Calculation of the New Proton Velocity Distribution

To describe the acceleration of the protons that have a momentary density and velocity
distribution, n,(x, ) and v (x,# ), during the next iterative time step, At, the distributions
are divided into Lagrangian cells of constant thickness, Ax, starting at the proton front,
Xmax (7). Each boundary between two cells at a position, x;, has a well-de.:ﬁned proton
density and velocity. During At, each boundary is moving due to the velocnty,. Vp (xj. rk),
and due to the acceleration by the electric field, E(x;,#), at this boundary position. This
is described by the equation of motion of the protons and it is implemented into the code
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in the following way:

e
xj — ,gj.=xf+v,,(xj,r,‘)-m+z—gz(xj,rk)-ﬁ (7.10)
p
vp(xjsts) — Vp(x},fml):Vp(x1=?k)+£—f(1jafk)'ﬂf (7.11)
P

The electric field is assumed to be constant over the dis

tance the protons move dur-
ing the time interval,

i.e., a constant force on the protons in a given cell is assumed.
The new proton velocities, Vp(X)tkr1), that were calculated at the new boundary posi-
tions, x:, at time 41 are used to obtain the new entire proton-velocity distribution by
linear interpolation. Note that due to the shift of each boundary the total derivative,
dvp (x,1) /dt = Jvy(x,1) /Ot + Vp-9vp(x,1)/0x in eq. (7.3) is taken into account.

Calculation of the New Proton Density Distribution

Due to the different proton velocities at the different cell boundaries, the width of each

cell changes. Assuming a constant total number of protons in each cell, the proton density
changes accordingly during At

This is solved numerically in the following way, which is also sketched in Fig. 7.2.
If Ax; and Ax/ are the thicknesses of a certain cell with the right boundary at x; and X
before and after one time interval, respectively, then the new density in the shifted cell is

AX'
np (Xt 1) = np (xj, 1) —2 (7.12)
Ax;
with the new cell thickness
ij,- = "Jf - xﬁH-l

= XX + [vp(xjstr'() ™ vp(xj'-H ,fk}] At

e
+§m—p[f(.rj,fk) — f(xj'_;_[,:!‘k” -AIZ

= Ax}-+Avj-At+——e—A£_;-Atz. (7.13)
2my,

The new densities are, similar to the new velocities, defined at the shifted position, x:, of

the right boundary. The entire proton-density distribution, Ny (X, tet1), is again obtained
by linear interpolation.

7.1.5 Derivation of the Proton-Energy Spectrum

As the numerical simulation calculates the proton-density distribution, n,(x,t), and the
proton-velocity distribution, vp(x,1), the proton-energy spectrum, dnp/dE,, can also be
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Figure 7.2: Schematic evo-
m lution of the proton-density
distribution during one time
step, Ar, of the simulation.
The proton distribution at
t =t is devided into La-
&xo grangian cells, that initially
have the same thickness, Axp.
Then the cell boundaries are
shifted due to the electric
field and the initial velocity
of the protons, that were sit-
uated at the position of the
boundaries. This leads to a
new cell configuration at time
g1 = tp +At. The new pro-
ton densities within a shifted
cell are calculated assuming
particle number conservation
within each cell. The en-
tire density distribution is ob-
tained by an interpolation be-
tween the values at the cell
boundaries.

electrical
field

: : = B <2
deduced during the whole acceleration process. Using the expression E, = 5myv; for the
proton kinetic energy, one finds

dnp _ dmp dx dvy
dE, ~ dx dv, dE,
dn dvp
- & (""P"P'E)‘ (7.14)

7.2 General Results from the Simulation Code

In this section, the results for the rear-side proton acceleration, that were gbt:.iine.d using
the simulation code described in the last section with a step-like proton dlStI‘lbthlle‘l, are
first compared to the analytical formulas derived in chapter 2 After that the cod.e is UTS:d
to study the effect of a rear-side density gradient on the maximum proton energies. This
case cannot be treated analytically.
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7.2.1 Comparison with the Analytical Model

Electric Field at the Proton Front

The electric field at the position of the proton front, Zg(¢), is described by eq. (2.65)

(2. B
En(r) = (eﬁ) —— (7.15)
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Figure 7.3: Evolution of the peak electric field at the proton front during the acceleration pro-
cess driven by a hot-electron population with ey = 6.5 x 10®cm~—3 and kpT. = 840keV. The
diamonds give the numerical results and the solid red line gives the analytical solution described
by eq. (7.15). A perfect agreement is found, the relative errors are below 102,

Here, T = Wppt/ V2eg again denotes the dimensionless interaction time, eg = 2.71828. ..
is the basis of the natural logarithm. The proton plasma frequency, wp, = |/nepe? /€omy,
depends on the initial electron density, neg. To compare the analytical solution with the
numerical results, an initial electron density of 70 = 6.5 x 102cm=3 and a hot-electron
temperature of kg7, = 840keV are used, which correspond to the situation of an 8.5-um
aluminium target irradiated by a laser intensity of 1.3 x 10" W /cm?, what will be de-
scribed in detail in chapter 8. The time intervals in the numerical simulation were chosen
to be Ar = 2.5fs. Fig. 7.3 shows the evolution of the peak electric field at the proton front
as a function of time, ¢, obtained with the two different methods.

A perfect agreement between the two methods is found. The relative errors are below
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1072, They weakly depend on the time intervals, At, in the simulation, for longer At the
errors increase slightly.

Proton-Energy Spectrum

In Fig. 7.4, the relative proton-energy spectra are compared that were obtained assuming
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Figure 7.4: Energy spectrum of protons accelerated from the target rear side after the interaction
with a laser pulse of 1, = 150fs calculated with the analytical formula eq. (2.69) (black line)
and derived from the numerical simulation using eq. (7.14) (red diamonds). The hot-electron
population was again assumed to have ng = 6.5 x 102cm and kg T, = 840keV. Again, a very
good agreement between the simulation and the analytical prediction is found.

the same hot-electron population driving the acceleration as above. The black line gives
the spectrum described by eq. (2.69) using the self-similar model and assuming that the
spectrum only extends up to the peak proton energy, corresponding to a proton distribution
only extending to the proton front, as it was discussed in chapter 2 and in [86]. The
red diamonds give the energy spectrum obtained from the numerical simulation using
eq. (7.14). Although the spectra described by the two methods differ for low energies, a
good agreement is found between the two approaches for energies above 1 MeV, as it was
also found by Mora [86].

This confirms that for an initially step-like proton distribution the two methods are
equivalent to describe the acceleration process. However, the simulation provides the evo-
lution of the total proton distribution, while the analytical solution only predicts velocity
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f'md p()‘SItl(.)ll of the proton front. Therefore, the evolution of the whole proton population
Is studied in the next section using the simulation code.

7.2.2 Acceleration of the Proton Distribution

In this section, numercial results for the proton acceleration including the evolution of

150

np(x,t) [1090cm—3]

100
time, t [fs]
50

1
propagation distance, x [um]|

Figure 7.5: Evolution of th ity distributi i i

acgeleration Tl e proton dt_:nsuy dlstnbuuon‘. np.(x,.':), at the target rear side during the
process. ‘Lhe laser is coming from the left, impinging on the target front side, what is
not shown here. The proton front is accelerated away from its initial position at the target rear side

at x = Oum. During the acceleration, the density at the front decreases.

the total density and velocity distributions of the protons are presented. As an example
Fhe proton expansion driven by the electric fields set up by an electron distribution leak:
Ing out of the back of the target with a temperature of 840keV and an initial density of
6.5 10*em =3, again corresponding to the case of an 8.5-um thick aluminium foil hav-
ing a thin proton layer on its back surface is investigated. The evolution of the proton
density is shown in Fig. 7.5, the evolution ot the proton-velocity distribution is shown in

Fig. 7.6. Both densities and velocities are plotted over a time interval of 150fs. This is
also the laser-pulse duration in the experiments.

_ Note that the proton density shows a monotonic decrease from the high-density regions
in the target towards the proton front for all times, in agreement with P. Mora [86]. The
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peak in the proton-density distribution in the vicinity of the proton front, as it tfw.s 0:;
served in simulations carried out by Crow et al. [84] and other authors (see referenc

in [86]), is not observed in the simulations presented here.

100

time,  [fs]

(e > o, S 0

propagation distance, x [um]

Figure 7.6: Evolution of the proton velocity distribution, vp(x,t), during .the acce]eralit.)l? ?ro;
cess. The protons situated at the front are accelerated strongest .and gain peqk velocities 3
2 74l>< 10"m/s, i.e., 0.092 x ¢, where ¢ is the velocity of light. This peak velocity corresponds

to a proton kinetic energy of 3.93MeV.

7.2.3 Influence of an Initial Rear-Side Density Gradient

In this section, results from simulations carried out including an inifial ?roton-densl_llty
gradient at the target rear surface are described. As already deptc?ed in Fig. 7.;,‘5:1({; a:
density gradient reduces the electric fields at the proton.front. This can behexp ameara-
follows. Although the fotal potential difference dett?rmlned by the total ¢ arge separa
tion is the same, the potential drops over a larger dlstfmce as the charge dlStl‘l.blltl.On h|s
distributed over a larger area. Therefore the local gradient of the potentia‘l (which is C: e
local electric field) is smaller compared to the case of an initially lstep-llk.e proton 1;—
tribution. As the life-time of the fields driving the proton accelerat.mn is limited ?y tt .e
laser-pulse duration, the protons gain significantly lower final energies, when the electric
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field is lower.

Fig. 7.7 shows the influence of a density gradient having different initial scale-lengths,
Ly, and different extensions, Xmax, On the maximum proton energy. As before, xy,, de-
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Figure 7.7: Effect of an initial proton-density scale length, Ly, at the rear surface of the target
on the maximum proton energy studied with the simulation code. A density gradient with such a
scale length can be formed, e.g., by prepulse-induced heating of the rear surface. The proton cutoff

energies are plotted as a function of the initial scale length for three different extensions depending

on the density scale length, i.e., for xpa = 1.0 x Ly (black dots), for xyax = 1.5 x Ly, (green dots),

and for xpax = 2.0 x L, (red dots). The electron population has a temperature of 840keV and an
initial density of 9.0 x 1020¢m—3,

notes the initial position of the proton front before the main acceleration starts. Here, a
hot-electron population with the same temperature, 7, = 840keV, as before but a slightly
higher initial density of 9.0 x 102¥¢cm=3 is used, corresponding to the case of a 5-um
aluminium foil. The peak proton energy for the step-like case is 4.74MeV. This cutoff
energy for the undisturbed case decreases in a monotonic way both for increasing ini-

tial scale length, Ly, and for increasing initial extension, Xpax, Of the preformed rear-side
plasma.

7.3 Conclusions

In conclusion, a very good agreement between the analytical description of the proton
acceleration, as it was derived by P. Mora [86] (cf. chapter 2.4.2) and the results obtained
from the simulation code were found. However, to include effects of a rear-side plasma
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formed by the laser prepulse, numerical simulations are inevitable. The effect of t.};s
ion-density gradient on the maximum proton energy accelerated from the target rear side

appears to be too large to be negligible.

In the next chapter, the experimental results on the proton energies are compared tohthe
predictions obtained with the simulation code that was described in this ch.apter. Furt er-
more, the prepulse-induced changes in the target properties, as they were simulated using

MULTI-FS (cf. chapter 6), will be included.

Chapter 8
Discussion of the Experimental Results

This chapter discusses the experimental results presented in chapter 5 and gives quanti-
tative explanations of the results by the comparison with different numerical simulations
that were introduced in chapter 6 and chapter 7. In the first two sections, the results ob-
tained from the thickness scan are compared with two different scenarios for the transport
of the electron beam through the target, one assuming a free-streaming propagation [47]
and the other including electron-transport effects arising from the collective behaviour
of the electrons [48], as it was discussed in chapter 2.3. In the last section, the results
obtained from the angularly-resolved measurements are compared to 3-dimensional PIC
simulations [45].

8.1 Results from the Target-Thickness Scan Explained by a
“Free-Streaming” Electron-Propagation Model

In this section, a simple quantitative explanation for the experimental results concerning
the proton acceleration obtained during the scans of the target thickness is found. For
this purpose, both the 1-D simulation code introduced in chapter 7 to describe the proton
acceleration at the target rear side and the analytical theory introduced in chapter 2 for the
front-side acceleration are used. The necessary parameters for the numerical simulation
are the rear-side electron density, ng, the hot-electron temperature, T, and the interaction
time, ¢. In a first step, a free-streaming electron beam in the target is assumed to derive
these initial parameters.

8.1.1 Approximations for a Free-Streaming Electron Beam

The approximations made in this scenario are as follows. The electrons are accelerated
within the laser focal spot on the front side and propagate through the target forming a
cone-shaped electron beam.

® The cone formed by the electron beam entering the target has a constant divergence,
characterised by an initial half-opening angle, 6;,,.

95
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o The cone axis can either be aligned perpendicularly to the target surface or parallel
to the laser axis.

e When the electrons exit the target at the rear side, they still have the same aver;ged
kinetic energy as on the target front side, given by their quasi-temperature, kg7e.

e The total number of hot electrons in the beam remains constant during its passage
through the target.

e The electron pulse length is assumed to be equal to the laser pulse duration.
The simulations were carried out using the experimental parameters. The ‘ATLAS 1;513;’
that was described in detail in chapter 3.1, delivers pulses of 150-fs duration (FW J)
and of 790-nm wavelength. The total energy on the target amounts to Ep =600...850mJ,

[ [ 12 2 within a
resulting in an averaged laser intensity, /i, between 1.0 and 1.5 x 10" W/cm” with
focal spot of ry = 2.6um radius, as it was discussed in chapter 3.2.

Determination of the Initial Simulation Parameters

The hot-electron temperature, T, is calculated from the averaged laser intensity using the
ponderomotive scaling law by Wilks ez al. [67], eq. (2.44)

MeV I+ L -4 Is (8.1)
hode =0 LIMeY 1.37 x 10'8 W /em? - um?

The electron density at the target rear surface, 7o, is derived ‘from the total number
of electrons, N, the focal spot size on the front side, the target th.lckness, drarget» an(; ti}:e
initial half-opening angle, Bj,. Again, it is assumeq that a fraction of N = 2.5:732 thz
laser energy, EL, is converted into hot electrons [9] ‘wnh a mean energy determin : y
hot-electron temperature given by eq. (8.1). This gives a total electron number o

_ NEL 8.2)
New =%

These electrons are emitted in a cone-shaped beam th.at tr.ansverses t.hc target and has a
total length of cty, determined by the laser pulse duration, if ‘tr‘le velocity of t:; e;i?tro?ss;
ve & ¢, and dispersion effects due to different electrop velocities are rfeglect - isa
determines the electron pulse duration and the rear-side acceleration time to 7 = Tp.

The radius of the electron spot at the rear side of the target can be deduced‘ f::orn simple
geometrical considerations assuming a constant divergence of the beam. This is sketc.h;:d
in Fig. 8.1. Starting with a minimal cross section of the beam at th.e ta.rget front s;].;a,
which is determined by the focal spot size of the laser, the cross sef:tlon increases w; 1h e
the electrons propagate through the target. Depending on the lnjec.non angle, Gin, O the
electron beam into the target that depends on the electron accelejration mechanism on |tl e
target front side, the effective thickness of the target through which the el_e(;:troin I:e:::as z:)st
to propagate is given by dyeer = drarget / €08 (Cin ). The radius of the rear-side electron sp

T

—“
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Figure 8.1:  Schematic propagation of the
hot-electron beam through the target. The
laser is focused to a spot with the minimal ra-
dius of ry. Electrons are accelerated within
this spot and enter the target in a cone with a
constant half-opening angle 8;,. After prop-
agating through the target with the thickness
diyger- the spotsize of the electrons exiting at
the target rear surface is increased. This leads
to a lower electron density, ne, at the target
rear surface for thicker targets.

is then approximately given by (r¢+d; tan®;,). This determines the electron density at
the rear surface to

Ne

NHap /= ; 8.3
el cTp, X TE(."f +d lZIgcl tan Bin)Z ( )

This is a direct correlation between the target thickness, dyarger, and the initial rear-side
electron density, ney. The two free parameters are the injection angle, o,, and the half-
opening angle, 6;,, of the cone in which the electrons enter the target. These angles can
be determined by a comparison with the experimental data.

8.1.2 Comparison of Simulation Results with Experimental Data

In a first step, any prepulse-induced plasma formation on the target rear side due to the
prepulse is neglected. This corresponds to targets thicker than dopy (cf. chapter 6).

Fig. 8.2 compares the experimental results that were obtained for a laser intensity of
1.3 1019\,‘\?/(:1112 and a prepulse duration of Tosg = 2.5ns, (cf. Fig. 5.6) with numerical
results from the simulation assuming electron injection around the target-normal direc-
tion, i.e., o, = 0° and initial half-opening angles, 6;,, between 7° and 11°, what is indi-
cated by the blue-hatched area. Within the experimental error bars, an excellent agreement
between the numerical simulations and the experimental data is found for targets at and
above the optimal thickness, which is 8.5um for the prepulse duration of Togg = 2.5ns.
To estimate the influence of the electron-injection angle, oy, an injection in laser forward
direction is assumed, which corresponds to oy, = 30°. For this case, the experimental
results are reproduced for somewhat smaller half-opening angles between 6° and 10°, as
it was found in [47]. In the real experiment, the electron injection will occur at an angle
between these two cases of oy, = 0° and o, = 30°, as it was discussed in chapter 2.2.
The predicted proton energies appear to depend only weakly on this parameter. In the
following, normal injection is assumed, i.e., o, = 0°,
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Figure 8.2: Comparison between the maximum proton energy, E,, obtained in the experiment
with a laser intensity of 1.3 x 10"°W/cm?, a prepulse duration of 2.5ns, and different target
thicknesses, diarger, and the cutoff energies, Ep rear, obtained from the numerical simulation for
the rear-side acceleration. Normal injection of the electron beam was assumed, o4, = 0°, and a
range of half-opening angles, 8;,, between 7° and 11°. This area is hatched in blue.

Fig. 8.3 (a) — (d) show comparisons of the proton-energy spectra, that were measured
in the experiment with the Thomson parabola for a range of target thicknesses between
drarget = 8.5um and 30um and a laser intensity of [, = 1.3 x 10" W/crn2 with the energy
spectra calculated from the numerical simulation for the same initial parameters using an
initial half-opening angle of 8;, = 9°. As it can be seen in the plots, also the proton-energy
spectra are well reproduced by the simulation in terms of cutoff energy and temperature,
but only for the hottest proton component. The cold proton component in the spectrum,
that is not reproduced by the simulation for any foil thickness, can either come from
a second, colder component in the electron-energy spectrum, as it has been observed
experimentally by L. M. Wickens et al. [120] and explained theoretically by J. Denavit
[85] for long-pulse experiments, or it indicates that the rear-side acceleration is not the
only active mechanism. This point will be addressed below.

In Fig. 8.4, the results for the proton cutoff energies obtained from the numerical sim-
ulation are compared with the experimental data for a slightly lower laser intensity of
I, = 1.0 x 10" W/cm?, as it was present in some of the experiments. This plot con-
tains the results for three different ASE prepulse durations. For each Tasg, a very good
agreement between experiment and simulation is found at and above the individual opti-
mal target thickness depending on the prepulse duration (dupt = 2um for Tasg = 0.5ns,
dopt = 3um for Tosg = 0.7ns, and dop = 8.5um for Tasg = 2.5ns). Below each individ-
ual optimal target thickness, the proton cutoff energies remain well below the theoretical
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e a“ns}ll.gti; :{rjp. per en[Trgy interval and not a total number of protons, Np. The calculated spectra
Shitted vertically by the same factor imentally ‘

e to match the experimentally measured total proton

pre(cjiicnm?. In‘ this ra.ngg, the experimental observations cannot be explained by the simple
model assuming an initially step-like proton distribution at the target rear side

_ As it was shown in chapter 6, the values for the optimal target thickness are qualita
tively reproduced by MULTI-Es simulations describing the pre;ulse-induced cha?wes i
the’target Properties. This strongly implies that also the changes in the proton cuto?f e"—]
ergies are induced by the prepulse. To give a consistent picture, all effects induced b t!:]
prepulse have to be taken into account. This is presented in the’next section e
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Figure 8.4: Comparison between maximum proton energics:‘. from the cxpcriment‘and tFO(;“s:l:
simulation for a laser intensity of 1.0 x 10" W /cm?, three diff.crem prepulse durations of 0. b
0.7ns, and 2.5ns, and different target thicknesses, diyger. Again, a g90'd agreen:len! betwei:ei_
periment and theory is found but only for targets at.and above the individual optimal targv:lf in:fga]
nesses, that depend on the individual prepulse durallons.. Note Fhat ex?ict[)‘r the szame range o
half-opening angles (77 < 8;, < 117) was used for the simulation as in Fig. 8.2,

8.2 Prepulse-induced Effects Relevant for the Rear-Side Proton
Acceleration: Numerical Description of the Fast-Electron

Transport

In the last section, the “free-streaming” model for the electron propagation in the tafget
was used to interpret the experimental results concerning the rear-side proton acceleration.

A more elaborated picture should additionally includ.e the prepulse-iflducecl.cl.langes of
the target properties as density and temperature varianor.ls, gnd ldescnt?e their ":iﬁ}:elzliz
on the proton acceleration. The rear-side proton accelerfltlon ls'dlrectly mﬁu{.snce y ;
formation of an ion-density gradient at the target rear side, as it was sh(l)wn in cha&pter d
Furthermore, one would expect that the expansion as well as the associated density an
temperature variations inside the target influence the ele(:,tron transport through the mat;:-
rial, too. This indirectly influences the proton acceleration, afs th.e tfltter depends c;in ﬁt 3
electron density distribution at the rear side of the target, which is likely to be modifie

by the electron transport.

To include all these aspects, numerical simulations with a fast-electron transport (FET)
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code were carried out by J. J. Honrubia [48]. This code calculates the density distribu-
tions and mean energies of the electrons exiting the target at the rear side. These values
are used afterwards in the numerical simulation code for the rear-side proton acceleration,
that was described in chapter 7, where also the rear-side density distribution influencing
the proton acceleration can be taken into account. This finally yields the peak proton ener-

gies including all prepulse induced effects, which are then compared to the experimental
results,

8.2.1 The Fast-Electron Transport Code

The FET code [80] is a hybrid code. While the fast electrons are described as “macro” par-
ticles each representing a fixed number of 106 “real” electrons as in a PIC code, the cold
background electrons are treated as a fluid. It describes the propagation of a relativistic
electron population through a target that can exhibit any initial ion- and electron-density
distribution. These initial larget properties are calculated separately by MULTI-FS or an
equivalent hydro code, simulating the influence of the laser prepulse on an aluminium
foil of a given thickness as described in chapter 6. The return current induced by the fast
electron current is computed self-consistently, including the heating of the background
plasma due to resistive heating of the return current and due to energy deposition by col-
lisions. These collisions are treated as in standard 3-D Monte-Carlo codes. Additionally,
the formation of an azimuthal magnetic field is calculated. This field can pinch the fast
electron beam as a whole.

The electromagnetic fields are calculated by combining Ampere’s law without displace-
ment current [121] with the simplest form of Ohm’s law and Faraday’s law

- O
Jv = —Jji+—Vx B, (8.4)

iy

s -
s B 'jre and (8_5)
&)

g . —

%T = —VXE, (8.6)

where j; and Jr are the fast and return current densities, respectively, and ¢ = ] /1 is the
target conductivity, 1 is the resistivity, both depending on the background ion density and
the temperature (see below). In the code, the particle trajectories are simulated in 3-D,
but to describe the electromagnetic field generation in the target, cylindrical symmetry
around the axis of the injected electron beam is assumed. Therefore, the code takes into
account the electric fields in radial and longitudinal direction, E, and E,, respectively, and
the azimuthal magnetic field, By. These fields are generated during the the propagation
of the electron beam. To provide charge neutrality, a return current sets in immediately
after the onset of the electron-beam injection as described by eq. (8.4). The conductivity
of aluminium is computed by the model of Lee and More [122], which allows to calculate
transport properties of partially degenerate plasmas. The conductivity of aluminium for
different temperatures and two different densities is depicted in Fig. 8.5. Note that
the conductivity for low densities, i.e.. for an expanded target with temperatures below
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100V, is reduced compared to the case of a solid target. This can be explained by the
lack of ion correlations found in solid conductors.

In the simulation, the laser-generated electron population is injected at the left s.id_e
of the simulation box. Although the laser-plasma interaction and therefore the rj:)(p!:mt
electron acceleration is not included in the simulation, the temp.oral and latelja‘l distribu-
tions of the electron population are closely related to lhe: expe.nmeytal FOI‘IdlthI’lS. . The
population has Gaussian distributions both in time and in radial d{re?tlon at the targt?t
front surface. The FWHM of the focal spot is taken as 4.8um, similar to the experi-

4

w

Figure 8.6: Aluminium-
foil density profiles for differ-
ent initial thicknesses after the !
irradiation with an ASE pre- = 1 L
pulse of Tasg = 2.5ns coming
from the left. Initially, all foil
rear surfaces were situated at
Oum. These density profiles
were used in the FET simula-
tions.

n

ion density[g/cm’]

distance [um]

ment, and the pulse duration at FWHM of the intensity is 150fs with a peak intensity of
I max = 1.5 x 101 W/cm?. The mean energy of the electrons follows the temporal evo-
Iuﬁon and the radial profile of the laser intensity and it is described by the ponderomotive
scaling law [67], eq. (2.44). Again, a conversion efficiency ‘of 25% frorn I:.iser pulse en-
ergy into fast electrons is assumed [9]. The electron pop‘ulatlor? is .mjected mto‘the targlet
in a beam aligned around the target normal direction with an initial half-opening angle,

r

—ﬁ
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Bin, which is the only free parameter in the simulation.

The target is implemented into the code by ion- and electron density distributions and
a temperature distribution, that is assumed to be initially 1-dimensional and varying only
in the propagation direction of the electron beam. The ion-density profiles used in the

FET code are shown in Fig. 8.6. These ion-density distributions are assumed to remain
unchanged during the electron-beam propagation.

8.2.2 Simulation Results from the Fast-Electron Transport Code

Fig. 8.7 shows results from an exemplary simulation run for the propagation of an elec-
tron population through a target. The electron population is similar to one generated by

t=100fs t=200 fs t=300 fs

8.3x10"AJem’

0

8.6x10°Qm

2.9x10"Cm

3.9x10"V/m

-0.3x10""V/m
660T

i o -1650T
20 40
X [um]

Figure 8.7: Current density, j (first row), resistivity, N = 1 /o (second row), longitudinal electric
field, E; (third row), and azimuthal magnetic field, By (last row), during the propagation of an
electron pulse through a target consisting of an exponential ion-density profile extending from
X = Opum to x = 60um at three different time steps: £ = 100fs (first column), t = 200fs (second

column), and r = 300fs (third column). The plots are two dimensional, cylindrical symmetry
around the horizontal axis is assumed,

a 150-fs laser pulse having a peak intensity of 1.5 x 10" W /cm2. It is injected at the
left boundary of the simulation box and propagates through an aluminium target that ex-
hibits a density profile increasing from 0.27 g/cm? to 2.7g/cm? over the whole length of
the simulation box. This target, that has been expanded by the irradiation of a prepulse,
corresponds to an initial foil thickness of 30um. The electron pulse is closely related to
the current denstity (first row) and propagates to the right. It is injected with a Gaussian
radial distribution, correlating to the radial current density at x =0 and t = 100fs. Due to
velocity dispersion, the pulse is elongated in space, what in turn reduces the peak current
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density at later times. The return current, that is. carried .by the initially cold bat?l;groutr.ld-
electron population, that has a much higher density, consists of a much lslower drift ]:no 1$
to the left. Due to the lower electron velocities, the return current e?q.)enel?ces anen an(‘::1
stopping due to collisions, as the cross section for Coulomb collisions mcredszstl;orre;:-
creasing electron velocities, what in turn heats up the background plasma ai: iherz
strongly influences the target resistivity (second row).. At the head of ti:i: p(l)j se,! et
the background heating just sets in, the temperature qt.uck!y.nses to Tl:iack ~50... ; eh ;
where the resistivity is maximal (i.e., the conductivity is minimal, cf. Fig. 8.5) and thus the
longitudinal electric field is peaked (third row). Inlside the elecFron bejan.n. the te:pelratturs
is much higher and the resistivity is reduced again. The spatial variation of the e ec.ncr
field induces an azimuthal magnetic field around the e!ectro_n .b_eam (last rovf*). Dependgllb
on its amplitude, the beam injected into the target \tv’lth an 1mt1al‘half-open1ng angle, 6;;,
can be pinched and the propagation occurs in a collimated beam in the target.

It is observed in the simulations that the electrons initiall.y .follf)w a straight line after
they are injected into the target. Depending on the inFtlaI injection atlIgle, Oin, and the
heating rate of the background plasma, 1,2/p, the azimuthal ma}gnetlc field can grow
strongly enough to pinch the electron beam or the electr(?n beam‘dwelrges too f.'as; :andsnso
pinching occurs as described by A. R. Bell er al. [79]. This behaviour is sh(?wn in Fig. .h,
where the collimation is described by the ratio between the electron-spot diameters on the

6 E I ' I 3
2 40° :
Sk E
Figure 8.8: Ratio be- 3 :
tween electron-spot diameters 4 3 3
on the target front and rear = 3 ]
side, drear /dfront, characterising '62 ' expanded -
the collimation of the electron "‘"@ 3F f
beam in the target for three dif- <5 3 3
ferent initial half-opening an- 2F 30° |
gles, i, = 207 (blue squares), 3 20 _
30° (black squares), and 40° 1%t M :
(green squares). For the case E salid .
of B, = 30°, the beam colli- 0E , , , , , ) ) ]
mation for an expanded target 0 5 10

(black line) is compared to the

: areal density [g/cm’]
solid target (red line).

target rear and front side, drear/dfront. While for the case of Boin N 40°, the electlcfionhbezll'n
clearly diverges, it is collimated for the angles of 30° and 20°. It is further found that ;
electron beam is less collimated when propagating through a dlr::nsny profile tt}an throug
solid material (compare red and black line for 8;, = 30°). Thls can be explained, as Fhe
higher density present in solid material leads to a lower resistivity and a \lveaker resmt'w;e
heating of the target material (cf. Fig. 8.5), i.e., to lowe.rltemperarures in the material.
These lower temperatures in turn result in higher resistivities com;?ared to the expantfled
target, what leads to the generation of stronger electric and magnetic fields and therefore
a stronger collimation.
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8.2.3 Application of Simulation Results for Proton Acceleration

To quantitatively investigate the influence of the electron-transport effects described in
the last section on the rear-side proton acceleration, the results from the FET code are
used to determine a mean electron density, ne9, a mean electron energy', {Eelectron ), and
a mean electron-pulse duration, Tpulse» at the target rear side. These quantities are either
inserted into Mora’s formula, eq. (2.68), for targets that still show a step-like rear-side ion-
density gradient as for thicknesses of 8.5um and above or into the numerical simulation
code described in chapter 7 including the ion-density gradient for thinner targets. In both
cases, the peak energy of protons accelerated at the target rear surface is obtained.

The proton-acceleration time is determined by the effective duration of the electron
beam passing through the rear surface of the target. This is shown in Fig. 8.9 for three dif-

F' . T T B T T --_;I
- 14.1 uym ;
£
2 &
S 4
E -
e | =
& ]
5 Figure 8.9:  This plot gives
o 2t the number of electrons per
[0 g i
© fs exiting the rear surface of
the target within the FWHM
0 : : of the rear-side electron spot.
’ For thicker ( ts, the effec-
150 200 300 400 450 Of thicker targets, the cffec
. tiv pulse duration, Tpulses 1S in-
time [fs] creased.

ferent target thicknesses. The effective pulse duration, Tpulse, that determines the proton-
acceleration time, increases for increasing target thicknesses.

The averaged electron density, neg, at the target rear side is determined by the total
electron number exiting the target within the FWHM of the rear-side electron Spot, deqy.
This spot size is strongly influenced by a possible pinching of the electron beam in the
target, as it was shown in Fig. 8.8. This number of electrons is devided by the FWHM-area

of this spot, nd2,, /4, and the length of the electron pulse, ¢ - Tpyse, to obtain the averaged
electron density, ne, at the rear side.

As the injected electron beam looses a part of its initial energy during the passage
through the target, its mean energy, (Eelectron), is reduced. The main contributions to the
energy losses are resistive heating of the background plasma by the return current, that
takes all of its energy from the fast electron beam, and collisions of the fast electrons.

Table 8.1 summarises the results obtained from the hybrid PIC code describing the elec-
tron transport through targets of different thicknesses using the ion-density profiles shown
in Fig. 8.6 and an initial half-opening angle of 6;, = 30°. The last column finally gives

'"The mean electron energy, (Eeleciron)- is treated as an effective electron temperature, kg T,.
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target thickness || drear Nelectron | Tpulse (Etﬂecrron) Eproton
(um) (um) | (x10') | (fs) | (MeV) (MeV)

1.5 4.6 7.30 185 0.65 0.93 (1.94)

2 4.3 6.42 190 0.67 1.02 (2.05)

3 3.8 5.38 190 0.69 1.15 (2.22)

5 4.8 493 175 0.75 2.66 (3.72)
8.5 5.0 5.35 180 0.75 3.87
14.1 6.2 5.81 180 0.75 3.13
20 7.4 5.15 205 0.73 2.46
30 7.6 3.00 220 0.72 1.68

Table 8.1: Parameters for the rear-side proton acceleratiop pi}atineq from'ihe hybrtdi}:’éc i:r;lgo
lation. Here, the ion density profiles from Fig. 8.6 and an initial h.alt-openmg an,gle ) i.n‘—l f
were used. The last column gives the peak proton energy as predlc(ehd by Mora s anal;;llu,a ’or—
mula, eq. (2.68) or by the numerical proton sim.uiation. For. the .ﬁrs'l t0|:|r lhsckn‘csses,‘: e ern;.iréggf
in brackets gives the proton energy for a step-like ion density dl‘stnhut:on at lt.w targca_ rﬂ';l !
The reduced energy takes into account the effect of the prepulse-induced rear-side gradient.

the proton cutoff energies that were calculated either with Mora’s formula, eq. F2.68), 01"
with the numerical simulation for the rear-side acceleration. For the first four thicknesses
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- electron beam \ FET-glmuIation,
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%' 4|} experiment,
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Figure 8.10: This plot compares the simulated proton cutoff energies from three different models
with the experimental data (red squares).

(drarger < Spm), the two different energy values correspond to the cases (i) 1ncl.1:1d1ngt an
ion-density gradient, the scale length of which was predicted b’y MULT!-FS, or (ii) a step-
like ion density distribution. The density gradient leads to a mgmﬁca.ntly reduced prﬁton
cutoff energy, as it was also shown in chapter 7 and has to be taken into account. These

]
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results are finally compared in Fig. 8.10 to the experimental data for the peak proton
energy for different target thicknesses and a prepulse duration of 2.5ns. Here, several
different simulation results are shown, each including different effects. While the dashed
blue line gives the result from Mora’s formula assuming a free-streaming electron beam
in the target with 8;, = 9°, as it was discussed in section 8.1, the black and the pink curve
correspond to runs with the FET code taking into account the collective effects experi-
enced by the electrons in the target. Both runs start with an initial half-opening angle of
30°. While the run corresponding to the pink curve simulated the transport through solid
targets of the initial thickness, the black curve was obtained from simulating the electron
transport through “expanded targets”. In these latter cases, the target expansion due to
the laser prepulse, as it was described by MULTI-FS simulations, was additionally taken
into account. For the thinnest targets (diarger < 5um), the rear-side ion-density gradient
strongly reduces the peak proton energies. For the solid black curve, where all effects

discussed so far are included, a good agreement with the experimental data is found for
rarger = Spum.

While it might first be surprising that both the simple estimation of the free-streaming
electron propagation and the much more elaborated numerical simulation of the electron
transport through the target give quite similar results for the rear-side proton energies
from targets above the optimal thickness, it appears that the additionally included effects
in the numerical simulation cancel each other to some extent. While the free-streaming
case assumes the same mean energies for the electrons on both target surfaces and should
therefore overestimate the proton energies compared to the FET simulation, where energy
losses of the electrons are included, the increase of the effective electron pulse length,
Tpulse» and therefore the proton acceleration time, slightly increase the proton cutoff energy
again. Additionally, the beam pinching acts as to increase the initial electron densities,
neo, at the target rear side, while for the free-streaming case the rear-side electron density
steadily decreases with increasing target thickness. On the other hand, taking into account
the lower ion densities in the expanded targets reduces the effect of the pinching again, as
it is shown in Fig. 8.10. Taking into account these four additional effects in the FET code,
two acting as to increase the proton energy and the two others as to decrease the proton
energy, the similarity between the two different approaches can be understood.

However, for the thinnest foils (diger < 3 um), the predicted proton energies are lower
by at least a factor of 2 compared to the experiment. When the front-side proton acceler-

ation is considered, even those energies can be explained. This will be shown in the next
section.

8.2.4 Comparison between Experimental Results and Front-Side Proton
Acceleration

In the last section, a good agreement between experiment and the numerical simulations
describing the rear-side proton acceleration for targets with thicknesses of drarget = Sum
was found. Below this thickness, the predicted proton energies were lower than those
measured in the experiment. This is caused by the strong expansion of the target, the
associated changes in the electron transport, and the formation of a rear-side ion-density
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for protons in (cold) aluminium from the National Institute of Standards and Technol-
| gradient due to the laser prepulse. _ ogy (NIST, [106]). The kinetic energy of the protons at a given depth, x, of the target is

; obtained by the following integration:
H including the front-side acceleration mechanism gives a natural explanan(;n y iiip
owever, i - it
for this feature. The peak energies of protons, that are accelerated on the target fro

X
- dE(x')
by the electric fields set up by the ponderomotive charge separation in the laser ;""”5' Ep(%) = Ep front — / —F!dﬂ. (8.8)
diper?d on the laser intensity only. The initial energies can be described by eq. (2.53) 0
A2 8.7) The integration is carried out, until the proton is stopped. This stopping distance depends
_ eV - 1+ 3 il E ' on the initial energy. In Fig. 8.11 the proton energies are shown that were calculated
Ep from = 1.15M 137 x 108 W /cm? - um g p

assuming that the protons are accelerated at the target front side to a peak energy given by
eq. (8.7) using the intensity from the experiment. When they propagate through the target
material they lose a part of their energy and would leave a target of a certain thickness
5 with the kinetic energy given by the dashed green line.

. I =1.0X1019W/Cm )
Ep fro = 1.56MeV  for I

2
Epfrom = 1.87MeV  for [ =13x 10" W /cm?, and

i iti i ifferent
that was derived in chapter 2. For the three laser intensities corresp_ondmg to the diffi
lines in Fie. 5.6, this formula leads to front-side peak proton energies of

o bt}

A good agreement between the theoretical model for the Jfront-side acceleration and the
2 experimental data is found for the thinnest foils and long pre ulses, while in this region,
E.con=207MeV for I =15x10""W/cm®. perm : fnest for’s and long prep . Blo
p.front = < the model for the rear-side acceleration including prepulse effects predicts peak proton
energies, that are too low compared to the experiment. On the other hand, the front-side
acceleration cannot explain the maximum proton energies at and above the optimal target

i inuousl
When protons of these kinetic energies propagate through the target, they cont y

, 5 - thickness, as their initial energy is too low and for thicker targets, the stopping in the target
5 Y 19 1 b . - - .
~ 1.3x10" W/ aterial reduces their kinetic energy even more.
" 1~ 1.0x10" Wiem’ (a) | sl & !:”;;_5 N o (b) 1 L d S Inetic energy even more
E 4+ tase=2'5 ns i
g al 1 :;E? . § 8.2.5 Conclusions from the Target-Thickness Scan
5] * 5 |
5 I i 4 lg 2 I )
521 3 w - - - Including all the prepulse-induced effects and considering the two different acceleration
g | - /- i - i % 1 %/// . mechanisms from both target surfaces, the experimental data can well be reproduced by
-/ P A T = I // \ . & S or . . . _
‘g %///% ~ & V7 % o o J numerical and theoretical predictions. This is summarised in Fig. 8.12. It shows the com
N e 0 10
1

parison between the experimentally measured proton cutoff energies for a laser intensity
target thickness [um]
target thickness [um]

of /i, = 1.5 x 10" W/cm? and the theoretically determined values using the two models
) (@) I = 1.0 10" W/cm? (b) I, = 1.3x 10" W/ cm? for the front- and rear-side acceleration. The agreement between these models and differ-
. — ent p@s of the experiment:.ﬂ curve suggests ti?at both acceleration mechanisms have to be
5 = !. Ak 9 g :g::‘: esr;irlg.ie(s,:(;zli?; I::itcd it oy taken into account to explain the whole experiment.
s 4| X I:ﬁ I:ZI: nsw " ] get front Sid"‘" that are subsequ:%enrtil;; The results from the comparison of the experimental data from the target-thickness
s Ase 1 slowed down i lzs)th;ndl?ﬁe;xpr::mew scans with numerical simulations considering all prepulse-induced effects can be sum-
? 3t : i:f?::sf:zzlenlt]; for three different laser marised as follows:
E AR < i il‘llﬁnSilieS: For the shaded egton (:n]cd(}::;
% W B passiﬂg thin t?rgeés‘};he;zp?:::gigc ac- o The occurance of the optimal target thickness for the proton acceleration, dyy, and
sl / / “% ] is well exr[:ltl;;znis; while the rear-side its depen.df:nce on the prepulse du_ration, TASE, co'uld be explained for the first time
g | M v fne:;ﬁ:::m predicts ;;roton energies that by combining MULTI-FS simulations, -that describe the influence of the laser pre-
h - e —— pulse due to ASE on the target properties, with a fast-electron transport code. For
target thickness [um] sufficiently thin targets, the prepulse has both reduced the target density and formed
(© I = 1.5 x 10 W/cm?

a rear-side ion-density gradient. The first effect leads to a less collimated electron
transport in the target, as the collimating magnetic fields are weaker for lower tar-
inally stopped. THis stopping- get densities. This reduces the electron density in the rear-side sheath. The latter

. ir kineti oy until they are finally stopped. : effect further reduces the acceleration fields as described in chapter 7.2.3. Both
e _frac_tlot" :tfe:ihﬁl:ml:gizliyezzirgg tabulated values for the stopping power, dE /dx, ’
mechanism 1s tre
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effects significantly reduce the cutoff energies of protons accelerated at Fhe targ
rear surfaze as it can be shown in a numerical description of the processes.

i com-

e The absolute values for the cutoff energies and the temperatures of the hottf;s.t com
ponent in the measured proton-energy spectra are well rel[;)rocllu?ed by ; r.:;)mt Ii 2 o

e-dimensional simulation code for B

of a fast-electron transport code and a on | :
side proton acceleration. This agreement is only found for targets at and above th

optimal thickness.
in foi 5 ions t be
e The proton energies obtained for thin foils and long prepulse durations cannot b

i i the
explained by the rear-side acceleration mechanism. Howevt?r, for these tclas::;amh
front-side acceleration mechanism predicts peak proton energies, that exactly

the experimental results.

By changing both prepulse duration and target thickness independenFL);, a Idtls-m:czﬂiz
ide i sible. It is
the target front and rear side is pos
between protons accelerated from front e e o
ith the highest kinetic energies and the
that the proton component wit g ‘ : ‘ v
is accelerated from the target rear surface. By using sufficiently thin targets g
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prepulses, the generation of this component in the energy spectrum can be suppressed.
In this case, only the proton component accelerated from the target front side remains,
having a significantly colder temperature and lower peak energies.

8.3 Results Obtained from the Angular Scan

In chapter 5.4, angularly resolved measurements of the proton-energy spectra were shown.
The proton-beam divergence was found to strongly depend on the kinetic energy of the
protons. Generally speaking, the low-temperature component in the proton spectrum
shows a much smaller divergence, i.e., it is emitted in a very narrow cone, while the
hot-temperature component is emitted in a cone with a significantly larger opening an-

These experimental findings will be explained by comparing the experimental results
with 3-D particle-in-cell (PIC) simulations carried out by A. Pukhov [45] using the code
VLPL (the Virtual Laser Plasma Laboratory) [123].

8.3.1 Description of the Proton Acceleration with 3-D PIC Codes

The entire process of proton acceleration from the target rear surface has to be treated
in two or even three dimensions. Although it is sufficient to describe the acceleration

of the electron sheath. This phenomenon has been observed by A. Pukhov in 3-D PIC
simulations. In a numerical run simulating a “model problem™ [45], a laser pulse of
I-um wave length and an intensity of 10 W /em? interacts with a 12-um thick hydrogen-
plasma layer with an initial electron density of 16 x n,.

The electrons accelerated at the target front side propagate through the target forming
a cone that is characterised by its half-opening angle, 6;,, as described in the last section,
These electrons leave the target and are pulled back by the arising electric fields that
also drive the proton acceleration. As it has been observed in [45], the electrons form

e |}

and come back to the rear side a second time, as it has been described by A. Mackinnon
and Y. Sentoku [38], they loose energy, while they heat up the bulk of the target, and
quickly spread out sideways further increasing the electron spot size on the rear side. The
hot-electron density distribution calculated from this simulation run is given in Fig. 8.13.
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Figure 8.13: Electron density in the target in unitslgf Ner = I.1x10*em™3 calc‘ulaie{: by
A. Pukhov [45]. The laser with an intensity of /i, = 10'W/cm? and a wave length of A - um
impinges on the left side of the targetat x =0 and y = {J and_a(x?elm.'a(es electrons that.p;;oli).ag‘a?(?
through the target several times. In this plot, the density dlstnt.)uuon of electmns‘ Wlt' fuu-,m.
energies above 100keV is shown after the laser pulse has terminated. These electrons form a
“fountain”-like structure at the target rear side.

As a consequence of the fountain structure, the electron density remains as high as
estimated in eq. (8.3) only in the center of the electron spot and quickly drgps towards the
outer regions where according to eq. (2.58) also the electric field is significantly lower.

Figure 8.14: 3-D view of the elec- :
trostatic field driving the proton accelera- K , e | p
tion calculated with 3-D PIC simulations in \, 4 -""-'LQ
[45]. The blue isosurface has a field value ¢ -

of —1.6 x 10"V /m, the light red isosurface

3 1 k "
corresponds to 1.6 x 10! V/m, and the dar I
red blob in the center has peak values of X/ A -

3.2x 10"V/m.

This leads to a spatial distribution of the electric field, as it was calculated ir.1 [45] and
shown in Fig. 8.14. Note that the center of the electron spot at the target rear side, where
the electric field has its peak value, has a diameter of only ~ 10xm. This is in very good
agreement with the assumption for the half-opening angle, 8;, = (9 £ 2)° (?f the e.lectron
beam in the target made in section 8.1.1, that predicts an electron-spot with a dlzlameter
of (8.8 +0.9) um for a target thickness of 124m as it is simulated here and also wntll'l the
results from the FET code, where a diameter between 10um and 12.4um was predicted
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for the two target thicknesses of 8.5 um and 14.1 um (cf. table 8.1).

Fig. 8.15 gives the corresponding acceleration sketch for the protons. Here the electric
field vectors are plotted according to the electron density and temperature distributions.
The proton acceleration follows these field lines. In outer regions (C) the proton energy
remains low but these protons have a stronger collimation due to the almost plane electron
distribution. Moving towards the center of the electron sheath, the electric field increases,
but its direction is first tilted compared to the target normal in region B, resulting in

Figure 8.15: Schematic acceleration of
protons from the target rear side following
the real electron density and the correspond-
ing electric field distribution. The protons
with the highest energy are accelerated with
a small divergence in the center of the elec-
tron sheath (region A), where the electric field
is peaked, indicated by the red arrows. Going
from the center of the electron sheath to outer
regions, the divergence first increases (region
B) due to the form of the electron distribution
and also the proton energy drops. In region
C, the sheath is almost plane again leading to
a smaller divergence, but due to the low elec-
tron density, the electric fields are lower here
resulting in lower proton energies.

protons with higher energies but a larger divergence. In the central region, A, the electric
field is peaked and the lines are again almost parallel to the target normal. Here the fastest
protons are accelerated and emitted in a narrow cone again.

8.3.2 Conclusions

This comparison with Pukhov’s 3-D PIC simulations explains the strongly forward di-
rected cold proton component mainly originating from the outer regions of the electron
sheath, A, while the divergence first increases for higher proton energies, that come from
region B. For the fastest protons, that are accelerated exactly in the center of the elec-
tron spot, region C, the divergence decreases again. This behaviour exactly reproduces
the experimentally found energy dependence of the proton-beam divergence. It has also
been observed in 3-D PIC simulations by H. Ruhl [124]. Although the main features of
the experimental results can be understood on the basis of the simulations by A. Pukhov,
a detailed 3-D simulation that exactly includes all experimental parameters as prepulse-
induced effects and the acceleration of all the different ion species including their ionisa-
tion process is presently beyond the limit of computational resources.

Furthermore this picture of the rear-side acceleration is also able to explain the changes
in the divergence of low-energy protons observed for longer prepulse durations. In this
case, the prepulse has already started to heat up the back of the target initiating a rear-side
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expansion that also has to be treated in 2-D, when regions out of the center of the electron
spot are taken into account. Then the rear surface is no longer plane but‘has a convex
shape. This leads to a larger divergence also for the low energy protons, in accordance

with the experimental observations.

Chapter 9

Summary and Perspectives

During the course of this thesis, experiments were carried out to characterise the proton-
acceleration processes that are active during the interaction of high-intensity laser pulses
with solid targets. As a whole, the results and their theoretical interpretation answer many
questions concerning the physics underlying the acceleration processes.

The results presented here shed new light onto experimental parameters that were found
to have a profound effect on the proton acceleration. Together with laser intensity and
pulse energy, the target thickness and the duration of the intrinsic prepulse due to ampli-
fied spontaneous emission (ASE) were shown to play an important role. Within this work,
the occurance of an optimal target thickness was observed and an explanation for its oc-
curance was found. The value of the optimal thickness strongly depends on the prepulse
duration that could for the first time both be controlled and varied.

The prepulse-induced changes of the target-density and -temperature distributions were
found to significantly influence the electron transport inside the target and as a conse-
quence also the proton acceleration. Including these prepulse-changed target properties
in computer simulations yielded a good agreement between the numerically predicted
proton energies and the experimental data. However, the peak energies obtained for all
experimental parameters could only be explained by a physical picture that includes both
front-side and rear-side acceleration mechanisms for protons.

It was found that the optimal target thickness delimits two proton acceleration regimes.
At and above the optimal target thickness, the fastest protons are accelerated from the rear
side. In this regime, the electron beam propagating through the target is collimated. For
thinner targets, the density in the target is significantly reduced by the prepulse heating,
what reduces the collimation of the electron beam in the target and consequently the rear-
side acceleration fields. The latter are additionally diminished by an ion-density gradient
that was formed at the target rear side. By a further reduction of the target thickness the
rear-side mechanism is rendered more and more ineffective. The front-side mechanism,
however, only depends on the laser intensity. For the thinnest targets and the longest
prepulse durations, the rear-side acceleration is strongly suppressed. In this regime, the
fastest protons come from the target front side.

The changes at the target rear surface are mainly induced by radiative heating due to
prepulse-generated X-rays. This depends on the target thickness, as the radiation gen-
erated in the focus of the prepulse on the target front side is the more absorbed inside
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the target the thicker it is. For thicker targets it was fouqd that ‘these changes of the tiilr-
get properties start at a later time compared to thinner foils. This exactly reproduces the
experimental findings.

In conclusion, the experimental results and their theoretical and numer.ical intt;rgl‘&
tation reported in this thesis bring about new and relevant aspects concerning thei ;Lselr-
induced acceleration of protons and light ions for future expt?nments. Th§y can also help
to understand and solve apparent discrepancies in the compari son of experi men.ts that have
been carried out with different laser systems. It turns out that is is of extr_eme 1an0rlance
to control the laser prepulse — or at least characterise its t.emporal evolution — in order to
optimise the experimental conditions for proton acceleration.

9.1 Possible Future Experiments on Proton Acceleration

This work has shown that also small-scale table-top laser systems as ATLAS h.ave thc;
potential to be an efficient source of laser-accelerated protons, when all expenrnenlz;
parameters including the prepulse duration can be controlled as a{.:curately as posmble:. ll
was shown that it is preferable to reduce the laser prepulse to .duratton?. as short as possible
to maintain an undisturbed target rear surface also for the thinnest foils.

The MULTI-FS simulations describing the influence of the‘: laser preptflsc on the ta’r;,gi:
properties have shown that for prepulse intensities as low as in the experiments descnf e
here the radiative heating is the dominant process to destroy thﬁ: target rear surface be ore
the main pulse arrives at the target front side a.nd the rear-side ;.rroton acc;clerahon Lh];
initiated. One possibility to reduce this heating is to put a very thin low-Z layer on
front side of the aluminium target that was used here. For such a targt.et conﬁgurat_mfi,
the material of the front layer is also heated by the pre?ullse but 1.t eml‘ts ‘cha'ractel.'lsl::c
radiation at lower photon energies compared to the alumm'mm. TI.‘ns radiation is quickly
absorbed in the aluminium layer, leaving the target rear side l.mdlsturbefi. The layer;n
the target front side (e.g. plastic or beryllium) should be as thin as Possuble to lfca.\.ff:0 be
electron transport unaffected but thick enough to prevent the aluminium from lll_‘eatmo 2;
the prepulse. Other high-Z materials as gold or tungsten could be used for the secon

layer, too.

Following the road towards shorter and shorter laser-pulse durations, the applicalj:ll:ltly
of such pulses for proton acceleration has to be addressed,'too. .The effectivity o the
rear-side acceleration mainly scales with the product of l‘aser 1nter.151ty and puls‘e.dura;m:,
I - 7, which is proportional to the laser energy, Ep, if an optimal focusability 'D{,{aﬁ
laser pulse is assumed. This relation was empinca[l)f found by M. .Roth by co;n?ann%his
existing results from different laser systems [125] with puls.se duratron.s of 1, < p;ﬁ o
dependency implies to use lasers with as high pulse t?nergles as possible for an effici
proton acceleration and not to reduce the pulse duration as much as possﬁa‘le. However.
with lasers potentially delivering pulses as short as 5fs and Qeak mte.nsmes in excess
of 1020 or even 102! W /cm?, the generation of electron 'populatmns having temperatures
in the range of 10MeV and high total numbers is possible. T.hese electron popuc]‘aélolr:ls_
might generate significantly stronger electric fields at the rear side of the target and fie
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ionise atoms at the surface into much higher charge states. This could be a possibility to
generate beams of ions with higher charge states than presently possible. It was shown by
M. Hegelich [18] that the ion population that was field-ionised to the highest charge state
by the electric field at the rear side is preferably accelerated, when surface contaminations
including protons are removed by resistively heating the target to several 100’s of Kelvin
before the laser shot. Thus, the usage of shorter laser pulses generating higher initial fields
might help to generate higher charged ion beams. However, it has to be considered that
due to the shorter pulse duration, the life time of the acceleration fields is also reduced,
what leads to lower peak energies of the ions. Furthermore, the number of electrons in the
hot-electron population has to be considered, too. Nevertheless, the utilisation of shorter

laser pulses for proton and ion acceleration appears to have a promising potential for
future experiments.

Turning to the front side of the target, the peak energy of the protons accelerated here
depends on the ponderomotive potential of the laser, as it was shown in chapter 2.4.1. As
this scales with \/7;, for high laser intensities, the front-side acceleration should overcome
the rear-side acceleration at a certain intensity. Furthermore, it seems possible that the
protons that were pre-accelerated at the target front side propagate through the foil and
get a second acceleration kick in the rear-side electron sheath. For these purposes, lasers
with extremely high intensities would be preferable as the protons at the target front side
have to gain sufficiently high velocities to reach the target rear surface before the rear-side
sheath breaks down, when the pulse is over. This requires target foils as thin as possible
and as a consequence a contrast ratio between laser prepulse and main pulse as high as
possible to preserve an undisturbed target rear side as it was found in this thesis. Meeting
all these requirements would possibly allow a proton acceleration to even higher energies.
In this case, it would no longer make sense to dedicate the origin of the fastest protons to
one target surface, but they were accelerated at both sides of the target.

9.2 Suggestions for Future Numerical Simulations of
Laser-Plasma Interactions

It was shown in this work that the correct implementation of the initial target properties
into numerical simulations is of crucial importance. It is not sufficient to treat the initial
target as a cold solid, but prepulse-induced changes were shown to have a profound effect
on the simulation results concerning the electron transport and the proton acceleration.
The fast-electron transport in the target strongly depends on the resistivity distribution
that in turn depends on the initial density and temperature distributions in the target. As
a consequence, the rear-side proton acceleration is also strongly influenced. Furthermore,

it was shown that an jon-density gradient at the target rear side also has to be taken into
account.

For a complete description of all processes affecting the proton acceleration the devel-
opment of computer codes is necessary that treat both the electron transport through the
target and the rear-side build-up of an electrostatic potential driving the proton accelera-
tion in a self-consistent way. It is likely that both processes influence each other, as those
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electrons, that have left the target, have been pulled back by the arising electrostatic field
at the rear side, and have re-entered the target, modify the transport of li:lOSE: fast electrons
that follow subsequently. This modification of the electron transport In turn hfus fl;og'se;
quences for the rear-side proton acceleration. The development of such a code including

all these effects is currently under way [126].

Appendix A

A Novel Synchronised 2-Colour Probe
Beam for Preplasma Diagnostic

In laser-plasma experiments, it is convenient to use probe pulses synchronised to the main
pulse to backlight the laser-target interaction area from the side to take snapshots of this
area with a time resolution that is given by the probe-beam duration (see, e.g., [37,42,72]).
By changing the delay between the main pulse and this probe pulse on the target, the
plasma evolution can be studied in a sequence of laser shots. In this appendix, the setup
of a novel 2-colour probe pulse will be described. It was used to study the generation and
evolution both of preformed plasmas and of a plasma channel. With the novel technique
of using two probe pulses delayed by a few ps, the formation state of the plasma channel
could for the first time be observed at two different time stages during the very same laser
shot.

After a short description of the experimental setup in section A.1, the generation of two
probe pulses both of ~150-fs duration and different wave lengths separated by At = 4.1 ps
is described in section A.2. These two pulses are used to probe a preplasma that was
formed by a synchronised frequency-doubled Nd:glass-laser delivering pulses of 12-J of
energy at 532-nm wave length with a duration of 3ns. Using a Wollaston prism for inter-
ferometry [127], that is introduced in section A.3, the electron density of the preplasma
can be deduced from these interferograms, as shown in section A.4. Finally, the formation
of a plasma channel is observed [10,72, 128], that is generated by focusing the synchro-
nised Ti:sapphire-laser ATLAS into the preformed plasma.

A.1 Experimental Setup

The probe-pulse setup is sketched in Fig. A.1. After the first multi-pass amplifier, a part of
the streched pulse is split off, recompressed to 130fs in the ATLAS-2 grating-compressor
chamber and sent into a delay line. This 790-nm pulse contains ~ 5mJ of energy. After
that the beam diameter is reduced by a lens telescope. The 1w-pulse is frequency doubled
in a 2-mm thick type-1 KDP crystal. Before the pulse enters the crystal, its polarisation is
rotated by a A/2 wave plate that its plane of polarisation is tilted by 45° to the vertical axis.
The 2w-pulse generated in the KDP crystal has its plane of polarisation rotated by 90° to
the fundamental beam. This choice of polarisations was necessary for the interferometry
using a Wollaston prism, what will be described below. These two pulses are guided into
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Figure A.1: Schematic setup of the 2w-probe beam. A part of the streched main pulse is re-
compressed and frequency-doubled before the two pulses (fundamental and second harmonic) are
guided into the vacuum chamber where they pass the target, when the main pulse arrives on the
front side. The relative timing between the main and the two probe pulses is adjusted using the
delay line. Behind the chamber, the two pulses first pass a Wollaston prism and a polariser to
obtain interferograms of the interaction area, and finally they are separated by a dichroic mirror
and interference filters to be detected by two CCD-cameras.

the target chamber where they both pass the interaction area on the target front side. This
interaction area is imaged by an f/4—lens onto two CCD-cameras that are separated by
a dichroic mirror that reflects 2w-light and transmits 1®-light. Furthermore, each CCD is
equipped with an interference filter either for 1®- or 2w-light. Therefore, each CCD only
records snapshots of the target backlighted by one of the two probe beams.

Behind the imaging lens, the two beams pass a Wollaston prism and a polariser that
enables us to obtain interferometric sideviews of the interaction area of both pulses. This
will be described in section A.3. During the generation of the second harmonic and the
passage through the first 20-mm thick BK7 window of the target vacuum chamber, the
two pulses are separated in time. This will be described in the next section.
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A.2 Generation of Two fs-Probe Pulses Separated by Several
Picoseconds

When the pulse with the fundamental wave length of 790nm passes through the type-1
KDP cr?;stall, a second-harmonic pulse with 395-nm wave length is generated. Its ylIjane
of polarisation is rotated by 90° with respect to the plane of the fundamental ﬁef‘oga the
two pulses can pass the target, they have to propagate through a 20-mm th.ick window
of BK7 glass. During their passage through the glass both pulses are slightly stretched
and temporally separated due to the group velocity dispersion. To estimat: the delay, At

lt])?tm“;een the two pulses the Sellmeier equation is used to calculate the refractive index

3 2
n() = \/1+ A==,
r§ f mf'z - ? )
using the following tabulated values from Schott [129]:

A1 =1.0396100, ! =5912883 x 10252,

A2=0.2317923, @} =1.772484 x 103252,
A3=1.0104694,  © =3.426150 x 10252,

\:Ith this dispersion of the refractive index, the streching and the temporal separation of
the two pulses can be calculated. The increase of the initial pulse duration, 7L(0), during

the passage through BK7 glass of thickness i
g : ss x for each of the two diff: gths
and frequencies is given by T gt

70.(x) = 1,.(0) - \/1 3, [%‘% -x% (“’—2@)}2 (A.2)

This leads to a rclat'ive increase of the pulse durations of 1.1% for 790nm and of 4.6%
for 395 nm, what will be‘neglected. However, the delay between the two pulses is not
negligible. It can be described by the group velocity dispersion,

c
() -a%y

leading to a delay, Ar, between the two i
, Af, pulses after passing through =
20mm thickness that is given by ’ S SR Y S

ver(A) (A.3)

I 1
At = XBK ( _ .
"\ Ver(A=395mm) ~ vgr (& = 790mm) ) = >95ps- (A4)

Furth'ennore, during the 2w-generation in the KDP-crystal, the fundamental and second
harmi)mc are separated due to their different group velocities in the crystal, what can be
described by a similar Sellmeier equation for KDP. For a crystal thicknees’of 2mm, the
790-nm pulse retains its initial duration of Tio ~ 130fs, the 395-nm pulse I;as Top R I:SO fs
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what is due to the different group velocities of the two wave lengths. After the passage
through the crystal, the red pulse leads the blue one by ~160fs.

Adding this initial delay of 160fs from the process of frequency doubling, one finally
obtains two pulses of 790-nm and 395-nm wave length and ~150-fs duration that both
pass the interaction area on the target front side in the vacuum chamber. The red pulse

leads the blue one by

At =4.1ps. (A:.3)

A.3 Interferometry Using a Wollaston Prism

A Wollaston prism is a polarising beam splitter [97]. It consists of two birefringent wedges
(usually calcite or quartz) put together to form a plane parallel plate. The optic axes of
the two wedges are both perpedicular to the front-side normal and perpendicular to each
other. Any linearly polarised light ray incident onto the Wollaston prism can be described
by a superposition of two linearly polarised rays, where either of them is the ordinary
ray (o-ray) in one wedge and the extra-ordinary ray (e-ray) in the other wedge of the
Wollaston prism. At the plane of separation between the two wedges, the one part of the
incident ray is deflected to one direction, the other ray is deflected to the other direction
by approximately the same angle. After leaving the second wedge, the two beams have a
separation angle 0.~ 2(1o —Me) - tany [130], as it is sketched in Fig. A.2. The separation

imaging Wollaston polariser
lens prism

Figure A.2: Sketch of a setup that uses a Wollaston prism for interferometry. The incoming probe
beam is polarised in a plane tilted by 45° to the drawing plane and passes the target interaction
area and an imaging lens. The Wollaston prism angularly separates the two parts of the incoming
beam with different polarisation (one in the drawing plane, one perpendicular). The polariser, that
is again rotated by 45°, allows interference between these two parts. In the overlapping region, the
upper part of the incoming beam that has passed the plasma on the target front surface, overlaps
with the lower part, that has seen no plasma on its way. The plane of the CCD is rotated by 90°

for better illustration.

angle, 0., depends on the wedge angle, v, and the difference of the refractive indices for an
o- and and e-ray, (1o —Te), Which in turn depends on the wave length and on the wedge
material. For a parallel beam of diameter d that consists of both polarisations and enters
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::Z c\;‘!*'otllastozr prisin, the two differently polarised parts will be completely separated after
: istance /12 51{1({}(2)] ~ d /0. However, for a diverging beam with an opening angle
» as it is sketched in Fig. A.2, there is always an overlapping region, when B> o

. The two separated beams have perpendicular polarisations and thus cannot interfere
in the first pllace. When a polariser rotated by 45° with respect to both polarisations is
inserted behind the Wollaston prism, the polariser reduces the intensities of both beams
by a fact‘or of 2, but they have parallel polarisations afterwards and can interfere in the
0verlapp1ng.region, As the upper part of the incoming beam overlaps with the lower part
a.good spatial coherence over the whole beam is required to obtain interference. ! I:"'la‘lh :
distance of the interference fringes, i, in the plane of the CCD is given by [127] - ’

- AL p
T o b (A.0)

and depends on the position of the Wollaston pri
: . n prism between the fi
imaging lens and the plane of the CCD. R tocalSpok, F; of the

A setup sketched in Fig. A.2 can be used for interf: i i
s s erometry of a plasma, if the following

° 1:The incoming beam h.as to have a good spatial coherence, what is usually satisfied
or short-pulse lasers inherently having a high spatial coherence over the beam.

® To be able to dt?duce tt.ze electron-density distribution from the interference pattern
12 the overIaPplng region by Abel-inversion [131, 132] what will be described in
the next section, one part of the probe beam has to pass the plasma region, while

tl"ne other part has to pass vacuum regions only that one obtains overlapping of a
disturbed and a completely undisturbed beam. i

Therefore t’he beam diameter has to be be sufficiently large to cover plasma regions a
well as undisturbed vacuum regions and the spatial separation between the two difgferentl;
%(;lz;rlsed bCEfITIS, that depends on the image magnification and the separation angle of the
ollaston prism, has to be large enough. In the setup used here, the probe beam diameter
was 11 mm and the separation of the two images of the interaction area was equivalent to

~ 1.5mm in the plane of the target, what is smalle
: ; r than the lasme i i 3
simulated by MULTI (see below). prep exesion s s

A.4 Preplasma Generation Using a Synchronised Nd:glass
Laser

The] Zg)-pr(.:abe beam described in the last two sections was used to study the preplasma
ert; ution dn.ven by a synchronised frequency-doubled Nd:glass laser that delivered pulses
of 3-ns duration and 12-J of energy at a wave length of 532nm. This external prepulse was

'This situation is di
s different to a Mach-Zehnder interfer i
: ometer, where after splitting a inati
beam the same spatial parts overlap again. 4 R
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focused to a spot of 200-um diameter onto thin plastic or metal foils having an averaged
intensity of 10'3W/cm?. This prepulse was capable of producing a long-scale-length

preplasma extending over several 100s of micrometers on the target front side. Into
this preplasma, the synchronised CPA-laser pulse from ATLAS was focused producing a
plasma channel that also extended over several 100’s of micrometers. First, the preplasma
evolution and its characterisation are described, while the channel formation is discussed

in section A.S.

Fig. A.3 (a) shows a typical interferometric image from the preplasma obtained by
backlighting the interaction region from the side with the 2—probe beam. Fig. A.3 (b)
gives the electron-density distribution deduced from this interferometric picture. As the
probe-beam duration of ~ 160fs was much shorter than the time scale of the preplasma
evolution, we obtain a snap shot of the plasma at the time determined by the delay between
Nd:glass-laser pulse and probe pulse.

1.2x10"
8.0x10
6.0x10”
4.8x10°
4.0x10”
3.2x10*
2.4x10”?
2.0x10”
1.6x10”
1.2x107

(b)

Figure A.3: 20— interferogram (a) of a preplasma produced by a Nd:glass-laser pulse impinging
on a polypropylen foil (the initial thickness was 40um) from the left and the deduced electron-
density distribution (b) in units of ne; = 1.79 x 102! ¢cm~>. The bending of interference fringes
to the left indicates an electron density ne > 0. The CPA main pulse coming from the left is not
seen in the interferogram, as the probe beam was earlier by ~ 300fs. However, the bright spot in
the middle of the interaction area is due to 2@—self emission of the plasma. The electron density
distribution given in (b) corresponds to that part of (a) indicated by the red box.

Deduction of the Electron-Density Distribution by Abel-Inversion

When a light ray with wave length A, propagates through a cylindrically symmetric
electron density, 7(r), with a minimal distance, yp from the axis of symmetry, O, as it is
sketched in Fig. A.4, its phase, @(yo), differs to that of a ray propagating an equivalent
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o(yo)

Figure A.4:  Sketch for
the deduction of the ra-
dial electron distribution,
ne(r), from the phase shift
distribution, ¢(y), that is
obtained from an interfer-
ogram as in Fig. A.3 (a).

distance through vacuum by

X2 o

AQ(yg) = D(vp) i—f / [1—n (r)]dx = z E)LL f;ze(x)dx

X1
2n

R
/ ne(r)r d
% = r; (A.7)
Rerd, 3 /12 — ¥

where N\(r) = \/1 —ne(r) /e = 1 — ne(r) /2ng is the refractive index at distance r from

the center O of the electron distributi : .
leateto ron distribution. An Abel inversion [131, 132] of this equation

R
A, [ dD(y) dy
n dy V:—r

r

ne(r) =

(A.8)

The .phase. shift, (D(y)t can be deduced from the fringe shift in the interferogram. These
considerations are valid as long as the fringe shift caused by a deflection of the ray due

to the plasma density gradient is small com i
; s pared to the phase differe 5
propagation through the electron density [133]. ’ e camsed by the

. The electron density distribution as it is shown in Fig. A.3 (b) was deduced from th
interferogram by M. I. K. Santala using the program IDEA [131] and the f—inte olatioe
method [132]. The electron density on the axis of symmetry of the distribution r\Eas theE
cgmpared to simulations carried out with MULTI [114] simulating the preplasma evoiulio
with the same parameters as in the experiment. Here, the delay between Nd'(rlase-lase?'
pulse and probe pulse was At = 1.9ns. The result is shown in Fig. A.S, wh.ecre al good

A.5 Channel Formation in the Preformed Plasma

Finally, the tw.o .prgbc pulses were used to study the formation of a plasma channel gen-
erated by relativistic self-focusing of laser light in the preformed plasma.
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Figure A.5: Comparison 10—
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A.5.1 Plasma Channels in Self-Emission

Fig. A.6 shows two images of the same plasma channel recorded at two d.ifferent lwrave
lengths (790nm in (a) and 395nm in (b)) without probc? beams. Electrons in Fhe p asr'na
channel scatter laser light sideways via linear and non-hnea.r Tho‘rnson scattering, the 1n~I
tensity of the side-scattered light depends on the local laser intensity. The plasma channe

(b)

Figure A.6: Images of a relativistic plasma channel generated by focusing the high-l?t‘e?sny I‘z:;seg
pulse of ATLAS (coming from the left) into the preformed plasma. The two images of s -ilml \i-r
light are recorded at wave lengths of 790nm (a) apd_ 39‘5 nm (b). The pla§ma cham:jel].exien S0
more than 400xm, the initial target front surface is indicated by the vertical dashed line.

extends over a length of more than 400um. This is 8-times the confocal pa:amete.r of
the vacuum focus, which is 50um (cf. chapter 3). This is comparable to results o.btamed
by C. Gahn [10], where electrons were acclerated in a pl.asma c_:.hannel formed in a gas
jet. Furthermore, the electron energy spectra measured with a 45-channel electron spec-
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A.5.2 Interferometrical Pictures of Plasma Channels

As described in the last section, the plasma channel could be observed by its self-emitted
light, which was recorded over the whole exposure time of the CCD-camera, which is of
the order of several milliseconds. Therefore, the recorded images are time-integrated, as
the channel evolves on a sub-ps time scale. However, using the two synchronised probe

pulses each having a pulse duration of ~ 150fs allows nearly time-resolved images of the
rapid expansion of the plasma channel.

Due to the ponderomotive force of the laser, electrons are radially expelled from the
channel leaving behind a region of reduced electron density on the channel axis. Fur-
thermore, a shock front, in which the local electron density is higher, propagates radially
outwards from the channel axis. Both effects, the reduction of electron density in the cen-
ter of the channel and the fast propagating shock front forming a cylindrical shell around
the central axis, where the local electron density is higher, can be seen in the interfero-
grams. Fig. A.7 shows two interferograms of the preplasma and the channeling region of

(a) Interferogram with 790-nm probe beam  (b) Interferogram with 395-nm probe beam

Figure A.7: Interferograms taken during the same laser shot with two differently-coloured probe
beams. The 790-nm beam (a) passes the interaction area shortly before the arrival of the main
pulse in the preplasma, the 395-nm beam (b) shortly after the main pulse. Therefore, the channel-
induced density modulations in the preplasma are visible in (b) but not in (a).

the same laser shot. While the interferogram in (a) was obtained with the 790-nm pulse,
what is indicated by the red background colour, the interferogram in (b) was taken with
the blue 395-nm pulse. Depending on the intensity ratio between the light from the chan-
nel self-emission and the backlighting probe beam, the self-emission is still visible as in
(a) or suppressed as in (b). In (b), only the strong emission from the laser pulse imping-

ing on the overcritical plasma layer is seen as an overexposed spot, while in (a) the self
emission of the channel can clearly be distinguished.

However, the imprint of the channel on the electron density, i.e., a distortion of the

interference fringes that corresponds to the electron density of the preplasma, can only be
seen in the right picture. To estimate the delay between the two probe pulses, pictures were
taken with different delays between the main pulse and the two probe pulses. Starting

trometer [134] also exhibit an exponential decay with an effective' temperature bel.ween
2 and 5MeV. It is most likely that the electrons are accelerated in the channel via the
mechanism of direct laser acceleration (DLA), as described in chapter 2.2.2.
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where no channel fringes could be observed in both pict_ures,
: s. first observing the appearance of channel fringes
in the 395-nm picture as shown in Fig. A.7 and then in both pictures. lele upper limit for
the deiay between the two probe beams was found to be 6ps which is the total delay

he two delay settings, where either channel interference was observed irT none Blbllography
s 3ps. This is in good agreement with the

from a certain delay setting
the delay was increased in steps of 1.5p

‘ between t
i i imit wa
or in both of the pictures. The lower limi 3ps. ; . ‘ !

‘ estimation of At = 4.1ps from the group velocity dispersion carried out in section A:ZI;
These measurements show for the first time the generation of the plasma channt;l wit |
a time resolution of a few ps for one single laser shot. The time delay between the two ‘ |
m the measurements agrees well with the expected value. L ——————

s estimated fro
ulicg Fatimits Optics Communications 56, 219 (1985).
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Influence of the Laser Prepulse on Proton Acceleration in Thin-Foil Experiments

M. Kaluza, I. Schreiber, M. L. K. Santala, G. D. Tsakiris, K. Eidmann, J. Meyer-ter-Vehn, and K. J. Witte

Max-Planck-Institut fiir Quantenoptik, Hans-Kopfermann-Strafie 1, D-85748 Garching, Germany
(Received 8 December 2003; published 20 July 2004)

We investigate the influence of the laser prepulse due to amplified spontaneous emission on the
acceleration of protons in thin-foil experiments. We show that changing the prepulse duration has a
profound effect on the maximum proton energy. We find an optimal value for the target thickness, which
strongly depends on the prepulse duration. At this optimal thickness, the rear side acceleration process
leads to the highest proton energies, while this mechanism is rendered ineffective for thinner targets
due to a prepulse-induced plasma formation at the rear side. In this case, the protons are primarily
accelerated by the front side mechanism leading to lower cutoff energies.

DOI: 10.1103/PhysRevLett.93.045003

Proton and ion acceleration using high-intensity lasers
is a field of rapidly growing interest. For possible appli-
cations of proton beams produced in laser-solid inter-
actions like the imaging of electromagnetic fields in
overdense plasmas [1] and the envisaged usage of proton
beams in the fast-ignitor scenario [2], the generation of
beams with controllable parameters such as energy spec-
trum, brightness, and spatial profile is crucial. Hence, for
the reliable generation of proton beams, the physics under-
lying the acceleration processes has to be well understood.
After the first proof-of-principle experiments [3-6], sys-
tematical studies were carried out to examine the influ-
ence of target material and thickness [7-9]. To establish
the influence of the main laser parameters such as inten-
sity, pulse energy, and duration over a wide range, results
from different laser systems have to be compared, since
usually each system covers a small parameter range only.
Besides these parameters, strength and duration of the
prepulse due to amplified spontaneous emission (ASE)
play an important role, too [7], but until now a detailed
investigation has not yet been carried out.

In most experiments, protons with energies exceeding
| MeV have been observed. They originate from water
and hydrocarbon molecules adsorbed at the target sur-
faces due to the unavoidable presence of water and pump
oil vapor in the target chamber. The origin of the most
energetic protons is still debated. There are at least two
acceleration scenarios able to explain the occurrence of
MeV protons. (i) They may come from the front surface of
the target, ie., the side irradiated by the laser pulse
[3.4,10] or (ii) from the rear surface [5,11,12]. Recent
results indicate that both mechanisms act simultaneously
[13,14]. in accordance with the predictions of multidi-
mensional particle-in-cell (PIC) codes [15,16].

In this Letter, we report on experiments performed to
investigate the effect both of the ASE prepulse duration
and the target thickness on the acceleration of protons.
The proton cutoff energy depends very sensitively on the
combination of these two parameters. For a fixed prepulse
duration, the highest proton energies are obtained at an
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optimal target thickness, which in turn is determined by
the ASE prepulse duration. The results can be consistently
interpreted if one assumes that above this thickness, the
fastest protons are accelerated at the target rear side,
while for thinner targets this mechanism is rendered
ineffective and only the front side acceleration is active,
resulting in lower proton cutoff energies. Furthermore,
our results allow a comparison of the experimental results
obtained with different laser systems.

The experiments were carried out with the ATLAS
laser system at the Max-Planck-Institut fiir Quanten-
optik. It consists of a MIRA oscillator delivering 100-fs
pulses of 790-nm wavelength. The pulses are stretched to
160 ps followed by a regenerative amplifier (RA), two
multipass amplifiers, and a grating compressor. The output
pulses have a duration of 7 = 150 fs (FWHM) with an
on-target energy, Ep, between 600 and 850 m]. The
p-polarized beam is focused under 30° incident angle
by a f/2.5 off-axis parabolic mirror onto Al foils of
0.75 to 86-pm thickness. About 60% of the pulse energy
is contained in a spot of ry = 2.5 wm radius, resulting in
an averaged intensity, /,. slightly above 10" W/cm?
within this spot. The high-intensity part of the pulse is
preceded by a 6-ns long low-intensity pedestal due to
ASE mainly generated in the RA. The prepulse duration
can be controlled by means of an ultrafast Pockels cell
located after the RA with a top-hat-like temporal gate of
6-ns duration. The rise time of the leading edge is 300 ps
and the gate jitter is 150 ps. By changing the position of
the gate relative to the main pulse, the pedestal is either
fully or partially transmitted or almost fully suppressed
to a minimum prepulse duration of (500 = 150) ps. The
intensity ratio between main and prepulse is better than
2 % 107 and the increase of the intensity above the ped-
estal level, as measured by a third-order autocorrelator
[17], starts 11 ps before the peak intensity.

Two different proton detectors were used. Pieces of
CR 39 were placed 82 mm behind the target to record
the spatial profile of the proton beam. Covering a half-
opening angle of ~20°, they were wrapped with a 12-um
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Al foil to filter out heavier ions and protons with ener-
gies below 900 keV. Through a small hole around the
target normal direction, ions could pass to be detected
b}' a Thomson parabola. In such a spectrometer, ions with
different charge-to-mass ratios are dispersed by paral-
lel electric and magnetic fields onto distinct parabola
Fracks in the plane of the detector (CR 39). A fter etch-
ing the CR 39, the ion pits were counted under a
computer-controlled microscope, revealing the exact en-
ergy spectra,

W(_: have performed several series of measurements,
varying the ASE duration, 7z, the laser intensity, /,,
and the target thickness. Figure | shows the measured
proton cutoff energies versus the target thickness for I, =
1.0 X 10 W/cm? and ASE durations of 0.5, 0.7, and
_2.5 ns, respectively. For each duration we find that with
increasing target thickness the cutoff energy first in-
creases and then drops again. The highest proton energies
are achieved at an optimal target thickness. When the
prepulse duration is changed, this optimal value changes
correspondingly, as it is shown in the inset. For thicker
targets, the prepulse duration appears to have no effect on
the proton cutoff energies. whereas for thinner largets and
longer 7,5¢ the cutoff energies are reduced,

To check the influence of the laser intensity, we have
performed shots with constant prepulse duration of 2.5 ns
but slightly different laser intensities by changing the
laser energy (Fig. 2). While the proton cutoff energies
strongly depend on /;, the optimal thickness appears to
depend on the prepulse duration only (cf. Fig. 1).

The proton spectra around the optimal ta rget thickness
measured with an intensity of 1.3 X 10" W/cm? and a
grepu{se duration of 2.5 ns are plotted in Fig. 3. In addi-
tion to the rather cold proton component dominating the
spectrum of the 2-um foil with a Boltzmann-like tem-

L I~ 1.0x10"° W/om?  §1%fVperr 3.6 pmins]

£

5

e
T

opt. thi

% 5
prepulse duration [ns]

8 1.~ 05ns

proton cutoff energy [MeV]
- (8]

® 7,,.~07ns

A 7 =25ns

=

1 10 100
target thickness [pm]

FIG. | (color). Proton cutoff energies for differently thick

targets_and prepulse durations, 74ge, of 0.5, 0.7, and 2.5 ns,

respectively, at /; = 1.0 X 10" W/cm?. For longer Tases the

maximum proton energies are achieved with thicker foils. The

inset gives the optimal thickness, depending on 7,g.
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perature of 250 = 30 keV, a population with a signifi-
cantly higher temperature of 800 = 200 keV and
4.0 £ 0.6 MeV appears in the 5 and 8.5-um foil spectra,
respective_ly. Tﬁe temperatures of the hottest proton com-
ponent, given in the inset, exhibit a similar behavior as
the cutoff energies, i.e., the proton temperature drastically
decreases below the optimal target thickness,

The spatial profiles of the proton beam also change
around the optimal thickness. Figures 4(a)-4(c) show the
proton beam profiles obtained with targets 2, 5, and
8.5 um thick. While the first profile is rather blurred, a
collim_atcd feature aligned along the target normal ap-
pears in Figs. 4(b) and 4(c), persisting for all thicker
largets.

The significant changes in proton spectra and beam
profiles described above can be interpreted as a transition
b_elween two regimes delimited by the optimal thickness:
(i) Only the front side acceleration is active for targets
thinner than the optimal thickness and (ii) prolonsaarc
accelerated from both target surfaces for target thick-
nesses above the optimal value, In this second regime,
the rear side acceleration leads to higher cutoff energies.
This mechanism is suppressed in the first regime due to
the formation of an ASE-induced density gradient at the
rear side of the target.

On the target front side, the high-intensity part of the
laser pulse interacts with a plasma created by the ASE
pfepulse, Electrons are expelled from high-intensity re-
gions by the ponderomotive potential of the laser, @, =
mf.s'(?o, = 1), until it is balanced by the c:lecirost;lic
potential arising from the charge separation. Here, Yos =

V1 +1.A3/(1.37 X 10® Wem™ pm?) is the relativistic
factor, m, the rest mass of the plasma electrons. Sentoku

et al ‘showed [lS]_that protons can initially gain kinetic
energies approaching this potential, when the laser pulse

ar 5
T =25

E‘ ASE ns
=k .
P
[
[+
57 -
= 1 B
» i 1~ 1.0x10" W/em®
8 A [~13x10" Wiem’ ]
a

i [~ 1.5x10" W/em'

! 10
target thickness [um]

FIG. 2 (color). Proton cutoff energies for differently thick
targets and different laser intensities for a prepulse duration
?f Tast = 2.5 ns. The cutoff energies vary with the laser
intensity, but the optimal target thickness depends on 7,
only (cf. Fig. 1).
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FIG. 3 (color). Proton spectra at [ = 1.3 X 10f” \J}"fcm2 for
Tasg = 2.5 nsand 2, 5, and 8.5 pm thick foils. \\:’nh u?creasmﬁ
target thickness, a second hotter proton pppulatmn with muc
higher cutoff energies appears. The inset gives the tlemperature‘;
of the hot proton component for all measured thicknesses.
similar behavior is observed for all different 75sg.

is longer than the acceleration time T, = Ayfe X

:III where m, is the proton mass. For our
(;:ﬁ{:i?;}\).:.wwc ];:jwe 1-: =70 fs, [ivhich is shorter than
our pulse duration, and ¢, var_it:s between 0‘72 and
0.92 MeV, depending on [,. During the accelefmlmn. a
sharp proton front is formed. tha! eg(panfis _atierward‘s
due to an electrostatic repulsion within t_hls front, addi-
tionally increasing the peak proton v_a:]oc;ty by 250% [18].
and thus resulting in cutoff energies of 1.5" X ¢, =
1.6...2.1 MeV for protons accelerated at the front side
> targel.
Of’l[‘tll'lbc [la;ggel normal sheath acceleratiqn (TNSA) mecha-
nism is responsible for proton accelerat ion from the target
rear side [15]. At the front side, a fraction of 5 = 25‘% of
the laser energy is converted into fast electrons hgvtqg a
mean energy of kgT, = m,c*(yq — 1) [19]. resulting ina
total number N, = nk& /kzT, of hot electmnst_hat propa-
gate through the target. Arriving at the rear side, (‘ml)f a
small fraction of the fastest electrons can escape, while
the target charges up. Most of the electrons are held back

FIG. 4. Proton beam profiles for tysg = 2.5 ns recorde‘d on
CR 39 for 2, 5, and 8.5 pm thick targets, respectively. Whllegn
(a) the profile is blurred, we observc_ in (b) and (c) that t ::
major part of the beam is well collimated along the larie
normal direction. This collimated feature appears onl;r or
targets at and above the optimal lhickness.:l"hc cu-cl_es in (a)
give half-opening angles of 5°, 10°, and 15°, respectively.
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by the arising electic field and form a sheath at the rear
side with a Debye length of Ap = \_;‘eukchfn‘.e-’. This
field ionizes atoms at the rear surface and acF:e]emlcs
them in target normal direct_ion. Mora described t;e
acceleration process with 1D simulations [20]. Here, the
target consists of preionized hydro_gen. The c_lc,:clm?s.
having a mean energy of kg7, during ih‘e_la‘snr pulse
duration, are assumed to be in thermal eqmlnbngm ufuh
the electrostatic potential @ at the target rear side, ie.,
n, = N % exple®/kpT,.). On the other han;i. () ;:arn
be obtained from the Poisson equation g,d*®/dx" =
e(n, — n,), taking into account the electmn am:'l proton
densities. Initially, the proton density, "y, is steplike w_llh
n, = ny in the target. By iteratively _soiv;ng the equation
of motion and the continuity equation for the protons,
their new density in the next time step is obtained, Ieac%-l
ing to a new potential and electric field. As the ﬁelc! |::
always peaked at the proton front, the fastest protons d]"(.
also located there. Mora also found an analytical expres-
sion for the evolution of the maximum proton energy, E,
as a function of the interaction time, ;, deger_:c_img only on
the electron temperature, T,. and the initial electron

density, ng:

TP R S | S
EF==2kRT,|In[ ! ( e

@ ,p = y/Ne0€?/Egm,, is the proton plasma frequeni:):.'lhal
depends'on n,, and ey = 2.71828.... Weassume 1; = 7,
the same electron numbers and temperatures on both
target surfaces, and a constant divergence of the electron
beam propagating through the largel. The hot electron
density at the rear side, n,y, is cstlmz!te'dl as fo!low&
Accelerated in the laser focus with an initial radius of
ry = 2.5 wmand a half-opening angle of 8, tt}c electron
beam travels through an cffeclivg target Ihlcl.mess of
d; = d,/ cos30° and leaves it within an area of a:-f(yrJr -
d; tanf;,)*. Assuming an electron bunch ’IcngTh of crp,
the averaged electron density at the rear side is

N,
feg = cry X 7(ry + d; tanf;,)

(2)

The peak proton energies for differently thick tar-
gets calculated with Egs. (1) and (2) are compared in
Fig. 5 with the experimental results for 1, ='l,3X
10" W/cm? and 755¢ = 2.5ns. The cutoff energies for
targets optimally thick and thicker are well descnbc-(—i
by this model for an initial half-opening angle of tin =
(8 = 2)°, which is comparable to the value found in [21].
For the same 6, this model describes also'we‘ll the res_ulls
from Fig. 1, when the reduced laser intensity is taken into
ac?i(‘)#;l;:utoff energies for thinner targets cannot be ex-
plained by the TNSA mechanism assuming a steplike
density gradient at the rear side. Because of the ASE
prepulse, a plasma is formed at the target rear surface,
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FIG. 5 (color). Comparison of experimental data for r,q: =
2.5 nsand /; = 1.3 X 10" W/cm? with theoretical predictions.
The dotted line gives the cutoff energy for front side accel-
erated protons including their stopping in the target, while the
broad area gives the maximum rear side proton energies for a
range of opening angles §;, = (8 = 2)° of the electron beam,

reducing the acceleration fields [12,19]. We investigated
the evolution of this rear side density gradient using the
1D-hydro code MULTI-ES [22]. A simulation for the rear
side proton acceleration as described above, that starts
with the same rear side density gradient as predicted by
MULTI-FS, gives much lower proton cutoff energies for the
thinnest foils than those observed in the experiment.
Therefore, the rear side acceleration process alone is not
able to explain the measured proton energies for all foil
thicknesses. On the other hand, protons accelerated at the
target front side are not affected by a plasma at the rear
side [12]. The maximum energy for front side protons
predicted by Sentoku er al. [18] reproduces the experi-
mental data much better. Their initial energy is deter-
mined by the laser intensity only. The comparison with
this model including proton stopping in the target [23] is
shown in Fig, 5, yielding a good agreement for the
thinnest foils. The increase of the proton cutoff energy
for thin targets due to electron recirculation in the target
[8] could not be observed, because in our experiment the
laser contrast ratio was 500 times lower.

The optimal target thickness is found to depend on the
ASE duration only (cf. Figs. | and 2). This dependency
can be approximated linearly with a slope of vy, =
3.6 um/ns (cf. Fig. 1). MULTI-FS simulations show that
(i) the prepulse launches a shock wave into the target and
(ii), the bulk of the target is radiatively heated due to x
rays generated in the focus of the prepulse on the target
front side. Both effects can cause an expansion of the
target. While the shock wave is weak for our prepulse
conditions, the radiative heating is sufficiently strong to
form a rear side density gradient for the thinnest foils, [n
contrast, due to the absorption of radiation in the bulk of
the target, the formation of a rear side density gradient
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sets in at later times for thicker targets. The onset of this
plasma formation as observed in MULTLFS simulations
defines the optimal thickness for proton acceleration. The
simulation results reproduce the experimentally found
value of 3.6 wm/ns. Although slightly dependent on the
ASE intensity, which could not be varied during the
experiment, this value can be used to estimate the effect
of the prepulse in various laser systems, each having a
fixed prepulse duration, on the rear side jon acceleration
[9].

In conclusion, we demonstrated a strong influence of
the ASE prepulse on the laser-initiated acceleration of
protons. An optimal target thickness for the proton ac-
celeration was found. This optimal value depends linearly
on the ASE duration and it is determined by a prepulse-
induced formation of an ion-density gradient at the rear
side of the target. Furthermore, we were able to distin-
guish between the two main proton acceleration mecha-
nisms, the fastest protons are accelerated from the rear
side of the target having the optimal thickness. Analy-
tical estimates support this interpretation. The determi-
nation of the optimal target thickness allows a better
comparison between existing experimental results and
can help to optimize the conditions for proton accelera-
tion for a large range of laser systems in the future.
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We describe a novel scheme consisting of two deformable bimorph mirrors that can free ultrashort laser pulses
from simultaneously present strong wave-front distortions and intensity-profile modulations. This scheme
is applied to the Max-Planck-Institut fiir Quantenoptik 10-TW Advanced Titanium-Sapphire Laser (ATLAS)
facility. We demonstrate that with this scheme the focusability of the ATLAS pulses can be improved from
10" to 2 x 101 W/em? without any penalty in recompression fidelity. © 2002 Optical Society of America

OCIS codes: 010.1080, 140.3590, 220.1000.

In high-power multistage Nd:glass and Ti:sapphire
(TiS) laser systems, wave-front aberrations (WFAs)
that result in deterioration of beam quality are com-
mon. These WFAs originate from imperfections in
the many optical components that are present in the
beamline as a result of optical figure errors, pump-
induced thermal distortions in the amplifiers, and the
third-order nonlinear ns effect. In TiS lasers, cooling
the crystals to the temperature of liquid nitrogen can
essentially eliminate pump-induced distortions.'™® A
more versatile approach, however, is to use adaptive
optics, which can counteract each of the three WFA
sources, regardless of whether they occur individually,
in pairs, or all together simultaneously. This was
demonstrated in Refs. 4—-7 by use of just a single
deformable mirror (SDM).

In the SDM concept, only the WF of the pulse is cor-
rected, not the intensity profile. This scheme works
well as long as the WF perturbing action of each indi-
vidual optical element is so weak that the shortest local
radius of curvature, R, of the WF of the exiting pulse
is many times the distance to the adaptive mirror. In
addition, the pulse should not pick up strong intensity
modulations, e.g., by nonuniform amplification. How-
ever, when an optical element such as a multipass am-
plifier causes a single-pass WFA with an associated
R value of the order of the pass-to-pass propagation
distance, the pulse intensity profile becomes increas-
ingly modulated from pass to pass. On further propa-
gation, these modulations may get even worse. If one
stays with the SDM concept, the beam loading would
then have to be reduced so that the optical components
placed downstream from the amplifier are not dam-
aged. In chirped-pulse amplification laser systems,
the compressor gratings are then particularly endan-
gered because of their low damage threshold. The sys-
tem efficiency is thereby decreased considerably, too.

In this Letter we study this heavy-perturbation
case, which to our knowledge has not been investigated
experimentally before and is characterized here by the
simultaneous presence of strong phase and amplitude
modulations. We show that by invoking two DMs
one can cancel the modulations without any sacrifice
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in beam loading. In our concept, the compressor is
placed between two DMs and thus has to be operated
with a distorted WF. For this situation, we present
conditions that, when met, maintain the pulse recom-
pressibility and focusability within reasonable limits.

The two-DM concept has also been investigated for
applications in areas others than the one studied here,
so far only theoretically. These other applications
include beam shaping for high-power laser beams in
laser photochemistry and material processing® as well
as delivering a high-quality pulse on a remote target
after propagation through turbulent atmosphere.” In
astronomy, the use of two DMs may enable one to over-
come turbulence-induced phase and amplitude modu-
lations for widely enlarged fields of view (Refs. 10
and 11, and references therein). The algorithms
developed in Refs. 8—11 for control of the DM surfaces
are not applicable to our situation because of the
presence of the gratings between the two DMs, which
limits beam loading.

The heavy-perturbation case that we are confronted
with arises in the final disk amplifier of our Advanced
Titanium:Sapphire Laser (ATLAS) facility (Fig. 1).
The front end of the laser'? delivers a 300-mJ pulse
that is centered at 790 nm and stretched from 100 fs
to 200 ps with a smooth intensity profile and a well-
behaved WF. After four passes, the fluence pattern
of the pulse inside the compressor is heavily modulated
(Fig. 2, left) due to crystal-growth defects (Fig. 3) and
pump-induced aberrations. At a pulse energy of
1.3 J at the compressor entrance, the peak fluence
reaches 0.3 J/cm? on the first grating, far beyond its
damage threshold of 0.15 J/cm?. Under these loading
conditions, the energy that is transmittable through
the compressor is limited to only 0.5 J. Because of
the simultaneous presence of WFAs and intensity
modulations, the SDM concept is no longer applicable.
To increase the amount of energy that is transportable
through the compressor, we must first smooth the
fluence profile. This is achieved with deformable mir-
ror DM1 (17 electrodes, 30-mm diameter, bimorph),"”
which replaces the plane mirror in the beamline before
the pulse makes its final transit through the amplifier

© 2002 Optical Society of America
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Fig. 1. Setup of the final amplifier in the ATLAS facility
with two deformable mirrors, DM1 and DM2, closed loop
and three target chambers (TCH5-TCH7). The TiS crys-’
tal of 40-mm outer diameter is pumped from two sides.
The TiS pulse provided by the front end passes through
the crystal four times and is thereby amplified from 0.3 to
1.5 J. Thg pulse then runs through spatial filter SF2, and
!:he pulse diameter increases from 18 to 63 mm. The I'JLIIS&
is then recompressed to 130 fs in an evacuated compressor
chamber that houses two holographic gold gratings and is
connected to the target chambers by evacuated tubes.

(Fig. 1). The best electrode voltage settings for DM1
can be found manually with a few iterations by use of
a real-time beam-profile analyzer. For the same
energy of 1.3 J as before, the peak fluence of the
smoothed profile is then reduced to 90 mJ/cm? so that
the 1.3-J energy can be safely transmitted through
the compressor. At constant voltage settings, the
smoothed beam profile remains stable over weeks and
changes little on propagation inside the compressor
and a few meters downstream.

_ The action of DM1 modifies the WFAs originating
in the amplifying crystal but does not generate a
plane WF. A plane WF is generated with a sec-
ond deformable mirror, DM2 (33 electrodes, 80-mm
diameter, bimorph).”® DM2 is placed behind the
compressor so that it is able to compensate for the
optical figure errors of the gratings and to ensure that
highly peaked intensity patterns that might occur
when DM2 is optimized cannot damage the gratings.
The compressor is thus fed with a chirped pulse whose
WF is distorted. In this situation, which was inves-
tigated theoretically in Ref. 14, the following three
e_f'fecps are of major importance: loss of compression
fldellty, astigmatism, and chromatic aberration. For
an estimate of the level of WFAs that are tolerable
without too high a loss in beam quality, the rigorous
theory' is not needed. It is sufficient to replace the
real pulse with a spherical WF whose curvature is
chosen to be equal to the maximum local curvature in
the real distorted WF. The focus of the model WF is
downstream DM2.

From measurements, we find that the recompres-
sion fidelity in terms of pulse duration and contrast
is hardly affected as long as any local radius of curva-
ture of the WF exceeds 15 m. The condition is met
in the ATLAS for pulse energies of up to 1J after
compression.
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The originally spherically convergent bea
astigmatic when it leaves the compissor, Ie;l:iiiurrés
thcla occurrence of two focal lines instead of a sig 10
point foc_us because the beam behaves diff'eren';;ﬂrle
in the dispersion and nondispersion planes of thﬁ
compressor. With R = m, the compressor-induced
astigmatism turns out to be weak and is hence easily
correctable with DM2, since the necessary displace-
ment is =1 um. The compensation of the original
beam convergence is not a problem, either.

The chromatic aberration originates from the differ-
ent pa!‘.h lengths of the individual spectral components
on thelr way through the compressor. When they are
exiting, the individual spectral beam components still
have the same cone angle, but at a fixed position in
space the radii of curvature are different. This ef-
fect cannot be compensated for with DM2. The beam
emerging from DM2 will hence be parallel for the spec-
tral component near Ay but divergent for the compo-
nents with A < Ay and convergent for those with A > Ag.
The fOCL.lS of such a beam is hence no longer pointlike
but exhibits longitudinal spreading, with each spec-
tral component having its own focus located at a dif-
fergnt position. This spreading is tolerable when the
f_0c1 qf all colors inside the spectral range 4AApwium
lie within the Rayleigh length of the spectral beam
component at Ag. For the ATLAS, this criterion re-
quires R > 15 m, which is met. The theoretical analy-
sis reveals that B = AApwyy. Very short pulses with
QAWFHM_E 50 nm thus need to be rather well collimated
if one wishes to avoid intensity degradation in the fo-
cus. This conclusion is in fair agreement with the re-
sults of the rigorous theory.'

Fig. 2. Fluence patterns in the plane of the first compres-
sor grating. Left, DM1 is replaced with a plane mirror:
peak fluence, 300 mJ/em?. The double-peak pattern is
Eiue to the coarse two-half structure of the WFAs shown
in Fig. 3. Right, DM1 is optimized; peak fluence reduced
to 90 mJ/ecm?. The remaining fluence modulation arises
fr:om the fine structure of the WFAs (Fig. 3). The very
high spatial frequencies, which carry little energy, are lost
on propagation through the spatial filter SF2 (Fig. 1).

F.ig. 3. WEAS that are due to growth defects in the final
disk amplifier of 40-mm diameter, 17-mm thickness, and
al = 2.3 at 532 nm.
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Fig. 4. Fluence profile in the focus of the F'/3 off-axis
parabola. Left, DM1 and DM2 are on, but DM2 acts as
a plane mirror. Middle; local intensity as a function of
radius for the fluence profiles shown to the left (---) and
right (—). Right, DM1 and DM2 are on, but DM2 is
locked to operation for minimal WFAs.

We generate a parallel beam with DM2 by comparing
the actual WF as measured with a Shack—Hartmann
sensor that has a 12 X 12 lenslet array with a reference
WF obtained from a diode laser running at 790 nm and
expanded to a parallel beam of 63-mm diameter. Edge
points with an intensity of less than 10% of the maxi-
mal intensity are disregarded. The reference WF
is stored in the computer for subsequent use. The
voltage settings to be assigned to the electrodes
of DM2 then have to be found so that the WF of
the ATLAS pulse matches the reference WF as
closely as possible. This is achieved by application
of a closed loop. The algorithm employed for this
purpose is the same as that developed in Ref. 5.
The deviations between the actual and the refer-
ence WFs are minimized by use of the peak-to-
valley optical-path difference as a criterion. Usually,
approximately five iterations are needed to decrease
the peak-to-valley value from the original 10A to A/4.
The voltage settings corresponding to minimal WF
distortion are stored. They can be used for hours
because of the high thermomechanical stability of
the ATLAS and the correspondingly low shot-to-shot
fluctuations of the WF. For routine operation of the
ATLAS, the closed loop is no longer needed once the
WF correction is complete. We can then remove
the beam splitter feeding the Shack-Hartmann sen-
sor from the beam line to keep the B integral low.
In case of performance deterioration, e.g., because of
thermal drift, the whole WF correction procedure,
which takes ~15 s, has to be redone.

We check the quality of the corrected WF in each
target chamber by measuring the fluence patterns in
the foci of the F/3 off-axis parabolas, using an 8-bit
CCD camera and a set of calibrated filters. This
combination provides an effective dynamic range of
>10%. The focus is viewed at 50X magnification.
Because of the 1-mm-diameter pinhole SF2, there can
be no energy outside the sensor chip (6 mm X 4 mm).
Hence, the amount of energy that can possibly be
hidden in the pixels showing no direct response is at
most 10% of the total pulse energy. In each chamber,
we obtain the same result for thousands of shots.
With DM1 on and DM2 acting as a plane mirror, we
find the multiple-peak fluence pattern depicted in
the left-hand part of Fig. 4. The Strehl ratio (for its
definition, see Ref. 15) is only ~0.04. However, when
DM2 is locked to operation for minimal WFA, we find

a dramatic improvement (Fig. 4, right). A single peak
appears that contains 65% of the pulse energy within
the diffraction-limited diameter. The mean intensity
inside the diffraction-limited diameter is raised by a
factor of ~20 from ~10'® to 2 X 10Y W/cm?. The
Strehl ratio increases to 0.7. The Strehl ratio esti-
mated from the corrected WF with a peak-to-valley
optical path difference of A/4 is 0.8. The difference
in the two ratios is attributed to the fact that the
real WF has higher-order abberrations that are not
measurable with our Shack—Hartmann sensor and
are not correctable with our adaptive optics.

We have shown that a combination of two DMs can
free ultrashort laser pulses from simultaneously
present heavy phase and amplitude modulations
without any penalty in recompression fidelity and
focusability.

This work was supported by the Commission of the
European Union (EU) within the framework of the
Association BEuratom—Max-Planck-Institut fiir Plas-
maphysik and the EU project ADAPTOOL (contract
HPRI-CT-1999-50012). K. Witte’s e-mail address is
klaus.witte@mpq.mpg.de.
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Laser-driven fast electron transport in preheated foil targets
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Laser-driven relativistic electron transport through foils preheated and expanded by Amplified
Spon_t.aneous Emission (ASE) prepulses has been studied by means of two and three dimensional
hybrid PIC simulations. This study is motivated by recent proton acceleration experiments (Kaluza
et al., Phys. Rev. Lett. 98, 0450003 (2004)) showing a significant effect of the ASE prepulse on the
proton _spectra.. Here, it is found that electron beam collimation due to magnetic fields is reduced
and resistive heating by return currents is significantly enhanced, when considering ASE-expanded
rather than unperturbed solid target foils. We show that this allows for a consistent picture of the
new proton spectra and the parameters of the driving electron pulse (angular spread at injection
laser-to-electron conversion, and energy spectrum). }

PACS numbers: 52.38.Kd, 52.65.Ww, 52.57.Kk

I. INTRODUCTION

Laser-driven electron transport through thin foils has
been studied recently in a number of papers, reporting
experiments [1-5], theory [6, 7] and simulations [8, 9].
The topic is of particular interest in the context of proton
(and other ion species) acceleration from laser-irradiated
foils [10]. While ions can be accelerated at the front side
by electric fields, generated ponderomotively by the light
pressure, acceleration at the rear side is mediated by fast
electron currents, passing the foil and building up space-
charge fields when escaping from the rear surface. This
paper is concerned with the electron transport through
the dense part of the foil and the effect of ASE prepulses
which cause heating and hydrodynamic expansion of the
foil long before (nanoseconds) the ultrashort (some 100
fs) main pulse arrives and drives electron and ion beams.
Rear side acceleration depends sensitively on whether the
surface is still unperturbed or has already expanded due
to heating.

Recently, Kaluza et al. [11] did a systematic study on
proton acceleration and how preheating limits the max-
imum proton energy. They could reproduce their data
by simple modelling, (1) performing hydrodynamic sim-
ulations to get the foil’s density profile at main pulse ar-
rival, (2) describing the laser-generated electron beam by
some parameters, (3) assuming that it freely propagates
through the foil, and (4) finally taking a one-dimensional
model to accelerate rear-surface ions in arbitrary den-
sity gradients. The effective propagation angle a of the
electron beam was taken as a free parameter and was
adjusted to the data. A value of @ = 8° was obtained.
In the present paper we mainly concentrate on point (3),
i.e., we describe the fast-electron transport through the

*Electronic address: honrubiaQetsii.upm.es

target foil in a much more realistic way. This includes a
self-consistent description of the self-generated electric
and magnetic (EM) fields and the energy loss experi-
enced by the electron beam. We further take the effect
of prepulse-induced foil expansion into account in terms
of a "frozen” density distribution. This turns out to have
an important effect on the fast-electron propagation.

An integrated simulation of the full problem is not
feasible with present computer resources. The reason
is in particular that the four phases listed above have
very different time scales. The nanosecond-scale of pre-
heating as well as the ion acceleration developing on a
picosecond scale are sufficiently separated in time and
space such that the treatment indicated above seems ad-
equate. On the other hand, generation and transport
of the fast electrons is strongly coupled to each other
and requires multi-dimensional kinetic simulation. The
particle-in-cell (PIC) method is well suited for this task
and has been successfully used to describe laser inter-
action with underdense plasmas [12, 13]. For strongly
overdense plasmas, however, full 3D-PIC simulations are
still prohibitive because the microscopic time- and space-
scales, which decrease with the electron density as nz' 2,
have to be resolved. The present paper therefore relies on
hybrid simulation as developed by Davies [8] and Gremil-
let [9], treating beam electrons by PIC and the back-
ground plasma currents in a resistive fluid description.
It is applied here for the first time to electron transport
through preheated, non-uniform plasmas. Only the dense
part ranging from 20 times the critical density to den-
sities slightly higher than the solid density is simulated.
Concerning beam generation, we still use ad hoc injection
(see step 2 above), taking parameters from published PIC
simulations [12] and experiments [14]. The fast electron
densities ny are typically 0.1 - 1 % of the background
electron density n, in the foil such that the ratio ny/n,
is small enough to ensure strong current neutralization
[6] and keeping collective dynamics such as resistive fila-




mentation [9] and Weibel-type instabilities [15, 16] at a
low level.

Beside the proton acceleration experiments, fast elec-
tron transport in non-uniform plasmas is of great interest
by itself being relevant in several applications such as the
fast ignitor scheme [17]. Therefore, it is necessary to as-
sess how density and temperature gradients affect the
transport process.

The paper is organized as follows. In Section II, asum-
mary of our simulation model is presented. Its validation
with experiments and other calculations has been pub-
lished elsewhere [18, 19]. In Section III (A), fast electron
propagation in exponential density profiles _is discussed
emphasizing field generation, beam collimation and tar-
get heating. Finally, in Section III (B), we a.nal?'ze the
importance of the target preheating and expansion due
to ASE prepulses in the proton acceleration experiments
reported by Kaluza et al. [11].

II. SIMULATION MODEL

Simulations have been carried out with a hybrid PIC
code developed recently for fast electron transport calcu-
lations [18]. EM fields are computed as in the:z I_node! of
Davies [20] and Gremillet [9] based on comhmu}g Am-
pere’s law (neglecting displacement current) with the
simplest form of Ohm’'s law and Faraday’s law

e e AN 9B, (1)
Ho

E — r}'jl‘s (2]

9B/dt = -V x E, 3)

where j¢ and j, stand for fast and return current der.lsi-
ties, respectively, and 75 for resistivity. Although trajec-
tories of fast electrons are computed in 3-D, cylindrical
symmetry has been assumed for the EM fields in mfxst
of the cases analyzed. Full 3-D calculations in cartesian
geometry have been carried out only in a few cases. Colli-
sions between fast electrons and background plasma are
taken into account by means of standard Monte-Carlo
modeling [21].

The distribution of fast electrons is assumed to be
Gaussian in radius and time and exponential in energy.
This last distribution has been considered because it fits
well the spectra obtained in PIC simulations [13] and ex-
periments [14]. The temperature of the fast electrons is
obtained as a function of the local laser intensity, also
assumed Gaussian, by using the ponderomotive acceler-
ation law [22]

kpTy =mec?(y—1) = mec®(/14 L5A2/1.37 - 1), (4)

where I1g is the laser intensity in units of 10'"8W/em?
and A, the wavelength in um. _
Resistivities of aluminum have been calculated as in
the model of Lee and More [23], which allows to calcu-
late transport properties of partially degenerate plasmas.
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FIG. 1: Effect of density on the conductivity of aluminum
calculated by the model of Lee and More [23].

Conductivities of aluminum at different densities are de-
picted in Fig. 1. Notice that conductivities of expanded
aluminum at low temperatures are more than one order of
magnitude lower than those of solid aluminum, which can
be explained by the lack of the ion correlations as found
in solid conducting media. Therefore, electron transport
in low density media leads to an enhancement of field
generation (o< 777,) and resistive heating per unit mass
(ng?/p)-

MPQEos tables [24] have been used to compute tem-
perature and ionization of the background plasr'na caused
by collisional energy deposition and joule heating.

III. RESULTS

The experiments carried out by Kaluza et al. [11] with
the ATLAS-10 laser system at Max-Planck-Institut fiir
Quantenoptik (MPQ) have been analyzed by means of
the simulation model described above. The targets con-
sist of aluminum foils with initial thicknesses in the range
of 1.5 - 30 wm. The ASE prepulse preceding the main
pulse could be controlled in length; here we considerefi a
prepulse with an irradiance of 8 x 10 W/em?, a duration
of 2.5 ns and a wavelength of 0.79 um. The high-intensity
pulse delivers a total energy of 0.44 J onto a focal spot of
4.9 pm diameter (FWHM, full-width-at-half-maximum)
in 150 fs (FWHM). It corresponds to a mean intensity
of 1.5 x 10" W/em?. The laser-to-electron conversion ef-
ficiency is assumed to be 25%, similar to the efficiencies
used in other simulations [8, 9, 20] or obtained in experi-
ments [1]. The mean kinetic energy of electrons averaged
over the FWHM in space and time is 830 keV, with a
peak energy of 950 keV. Electrons with such kine-tic en-
ergy interact only weakly via collisions with the thfn foils
used in the experiments. The fast electron beam is gen-
erated in a channel which the main laser pulse forms in
the underdense part of the plasma that has been ablated
from the foil. Channel formation and electron accelera-
tion have been studied by PIC simulations [12, 13]. Ex-
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FIG. 2: Density profiles at the end of the ASE prepulse used
in electron transport calculations for targets of different thick-
ness (labelled in gm).

ponential energy spectra with the effective temperature
given in Eq. (4) are found. The channel ends at the criti-
cal density, where the light cannot further propagate, but
the accelerated electrons penetrate into the dense part of
the foil. According to the simulations [12], they leave the
channel end with a typical angular spread of 30 — 40°.

The foil targets are heated up mainly by thermal ra-
diation generated at the front surface by the ASE pre-
pulse and consequently expand before the fast electrons
pass through [11]. The density profiles of the targets just
before the arrival of the high intensity pulse are shown
in Fig. 2. They have been obtained from 1-D multi-
group radiation-hydrodynamic simulations with the code
Multi-fs 25, 26]. Two-dimensional effects may be impor-
tant because the target thickness is bigger than the laser
spot diameter for most of the targets. They have been
taken into account simply by reducing the laser intensity
of the prepulse to 70% in thick targets. Notice in Fig.
2 the position of the weak shock launched by the ASE
prepulse in the thickest targets (=~ 17um), the lack of
expansion of the rear surface of these targets due to the
small radiative preheating (T}eq, < 0.1 eV), and the pro-
nounced expansion of the targets thinner than 5 pm. It
is also worth noting the sharp density profile with scale-
lengths shorter than 1 ym at the rear side of the thick
targets (> 8.5um).

The numerical parameters used for electron transport
calculations in cylindrical 2-D simulations are as follows:
the time step was 0.5 fs and the size of the cells to com-
pute the fields 0.17 pm in both axial and radial direc-
tions. One million of particles were injected in 300 fs,
with a peak rate of 3200 particles per time step at 150
fs. The same cell width and time step size were used in
3-D simulations, but the number of injected particles was
increased to 10 million. Free boundary conditions were
used for electrons at the front and the rear surfaces of
the target. This is a rough approximation that has been
used to save computing time. However, it is suitable to
estimate the beam collimation because electrons that re-
enter the target at the rear and front surfaces ('refluzing’)

3

propagate with an angle of 45° to the exiting current due
to the repulsive forces between counter propagating cur-
rents [20]. These 'refluxed’ electrons do not contribute to
the collimation of the main beam and, hence, our results

would still be valid if more realistic boundary conditions
were considered.

A. Electron Propagation in exponential density
profiles

We first consider ‘ideal’ targets with an exponential
density variation with depth to get a physical picture of
fast electron transport in monotonically increasing den-
sity profiles. A number of targets with thickness from 10
to 80 pm and maximum and minimum densities equal to
po and po /10, where pq is the density of solid aluminum,
have been considered. The initial temperature of those
‘ideal’ targets is 5 eV, although the results are not very
sensitive to this temperature. Targets at solid density
with the same areal density as the ‘ideal "targets have also
been considered for comparison. The electron injection
half-angle has been taken as a parameter in this section
to study the strong dependence of beam collimation on
this angle pointed out by Bell and Kingham [28]. Beam
collimation is important for proton acceleration because
it increases the fast electron density at the target rear
surface and therefore the amplitude of the accelerating
electric field.

1. Field generation

Simulations show that electrons entering the target fol-
low an almost straight path until the azimuthal magnetic
field By has grown enough to be significant. Then, the
magnetic field pinches fast electrons, forcing their prop-
agation through a low-resistivity channel with a diame-
ter of the order or larger than the laser focal spot. Re-
sistivity and field generation peak near the front of the
beam, where the background is still cold. Resistive heat-
ing due to the return current increases temperatures of
the medium up to a few keV at the target front surface
and tens of eV at the rear surface, as plotted in Fig.
3. Hence, most of the low resistivity channel is in the
Spitzer regime, where resistivity decreases with temper-
ature as T-%/? (see Fig. 1). This fall of resistivity acts
as a self-regulating mechanism of field generation, which
is proportional to the resistivity. If the plasma is heated
in a time short compared with the laser pulse duration,
as in the case of low background densities, the growth
of the magnetic field stops earlier and saturates at lower
amplitudes than those obtained at high densities.

Fig. 3 shows that the plasma temperatures near the
fast electron source are higher in expanded targets than
in solid targets. It is due to the enhancement of the
resistive heating at low densities (1752/p) and is consistent

with the temperature scaling T o< ng G 6, where n, is the
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FIG. 3: Distribution of temperatures in (a) expanded and (b)
solid targets 1 ps after the end of the laser pulse. The elec-
tron injection half-angle is 30°. The temperature color scale
represents log,, T'(eV/). Areal densities have been calcqlated
in (a) with the target mean density (1.092 g/cm®) and in (b)
with the solid density.

electron density of the background [27, 28].

The distributions of the azimuthal magnetic field By
are depicted in Fig. 4. Fields are less intense in expanf!ecl
targets, as expected from the self-regulating mechanism
mentioned above. It is also shown in Fig. 4, that the
By field penetrates deeper (in pz coordinate) when elec-
trons propagate in solid targets. Both effects can be ex-
plained by the lower resistive heating of solid targets,

-2/5
which in turn leads to lower temperatures (T o< ne ~'"),

higher resistivities (n o ngf %) and enhanced field gener-

ation (E, By n2/%) [28].

2. Beam collimation

The ratio of the electron-beam diameter at the rear and
front surfaces of the target has been used to estimate the
beam collimation. This ratio is plotted as a function of
the areal density in Fig. 5. Note the strong dependence of
the beam collimation on the electron injection half-angle,
as it was derived analytically by Bell and Kingham [28].
Simulations show a very strong decrease of the beam col-
limation when the injection half-angle increases from 30°
to 40°, while the decrease is less pronounced for smaller
angles. The dependence of the beam collimation on tar-
get density is also shown in Fig. 5. Fast electrons are less
collimated when propagating through expanded targets,
as can be seen by comparing the curves labeled with 30°.
This is due to the higher amplitude and deeper penetra-
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FIG. 4: Distribution of the azimuthal magnetic field in (a)
expanded and (b) solid targets 0.1 ps after the end of the pulse
(0.4 ps). Negative values indicate pinching of the electron
beam. The electron injection half-angle is 30°.
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FIG. 5: Collimation of the electron beam in expanded and
solid targets with the electron injection half-angle as a pa-
rameter. dreqr = diameter of electron beam (FWHM) at the
rear surface, df,ont = diameter at the front surface.

tion of the By field in solid targets described abov'e. In
general, beam collimation increases with the density of
the background.

Fast electron collisions with the background plasma
have a small but non-negligible effect on the beam colli-
mation, smoothing out the electron distribution in radius
and slightly increasing the diameter of the spot at the
target rear surface.
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FIG. 6: Energy balance of the expanded and solid targets
with the electron injection half-angle as a parameter

3.  Energy loss

The fast electron energy loss by collisions and fields is
compared in Fig. 6. Collisional energy deposition is not
important when compared with the energy deposited via
resistive heating and it only depends on the target areal
density. The enhancement of the energy deposited via
resistive heating when electrons propagate through ex-
panded targets is also remarkable. This effect depends
on the beam collimation and therefore on the electron
injection half-angle and the target density. For a given
angle, the energy loss increases with thickness until it
saturates due to the finite penetration of the fields in the
target, which is closely related to the duration of the laser
pulse. Also note in Fig. 6 that even in the case of weakly
collimated beams (40°), the amount of energy deposited
in expanded targets is larger than the enegy deposited by
an almost perfectly collimated electron beam in solid tar-
gets. In general, electrons lose more energy via resistive
heating in expanded targets. This can be explained by
the larger thickness of expanded targets compared with
solid targets of the same areal density. Self-generated
electric fields are less intense, but they act over longer
distances in expanded targets.

B. Application to proton acceleration experiments

Fast electron transport calculations in targets used in
the experiments of reference [11] and described above
have been carried out. The density and temperature pro-
files of the preheated and expanded targets just before
the beginning of the high intensity pulse have been ob-
tained from the 1-D radiation-hydrodynamic simulations
shown in Fig. 2. These profiles are mapped onto the r-z
or x-y-z meshes used by the fast electron transport code
assuming uniform densities and temperatures in the ra-
dial coordinate. This approximation is suitable because
electrons propagate in a low resistivity channel with a
diameter of the same order as the laser focal spot. Fast

10 20-
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FIG. 7: Fast electron current density isocontours in the lon-
gitudinal (y-z) plane with x=0 at (a) 200 fs and (c) 250 fs ob-
tained from the 3-D simulation of electron transport through
the 20 pm target. The x-y isocontours are plotted at (b)
z=12.6 pm and 200 fs, and (d) 2=19 pm and 250 fs. A sketch
of the density profile used is also depicted [29].

electron transport calculations have been performed in
zones with densities higher than 20 times the critical den-
sity to have a ratio between fast and background electron
densities low enough to ensure a good current neutraliza-
tion. Note that low density regions are fully ionized in a
short time due to the enhanced resistive heating.

Since the beam collimation increases with the back-
ground density, it is expected to have an enhanced beam
pinching when electrons propagate through the higher
density zones. This effect is more evident in thicker tar-
gets, as plotted in Fig. 7, were longitudinal and transver-
sal cuts of the fast electron current density obtained from
3-D simulations are shown. Notice the beam expansion
and hollowing in the low-density zones and its pinching
when electrons propagate through dense zones. The mo-
tivation to perform 3-D calculations has been to assess
possible beam filamentation in the low-density zones of
the target. Simulations show the formation of filaments
just after the hollowing of the fast electron current, Fig.
7b, as reported by Taguchi et al. [30]. However, the
growth of the filaments is stopped when the beam en-
ters high-density regions. Then, the beam is pinched by
an increasing azimuthal magnetic field, evolving the ring
structure associated with the beam hollowing depicted
in Fig. 7b to the collimated beam with an approximate
Gaussian distribution in the radial direction shown in
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FIG. 8: Fast electron pulse within the FW'HM_ of the radial
clectron distribution at the rear surface for different target
thickness (in pm).

TABLE I: Parameters obtained from fast electron transport
calculations to estimate the proton cutoff energy.

dtarget drear NJ’ Tpulse {Ef> Lion ED"OW'“
(o) (um)  (<10) (fs) (MeV) (um) (MeV)
1.5 9.2 7.30 185 0.65 2.0 0.93

2 8.6 6.42 190 0.67 1.6 1.02

7.6 5.38 190 0.69 1.5 1.15

5 4.9 4,93 175 0.75 0.6 3.72

8.5 5.0 5.35 180 0.75 < 0.2 3.87

14.1 6.2 5.81 190 0.75 < 0.2 3.13
20 7.3 5.15 205 0.73 < 0.2 2.46

30 7.7 3.00 220 0.72 < 0.2 1.68

Fig. 7d. _

The energy deposited in the target by resist:.ve heat-
ing increases almost linearly with thickness, varying from
28 to 45% of the electron beam energy for initial target
thicknesses from 5 to 30uum. For thinner targets, the en-
ergy deposited depends more strongly on thickness flue
to their higher expansion, rising from 12 to 19% for thlu:k-
nesses from 1.5 to 3um. Therefore, the energy deposited
is non-negligible even in thin targets, which is important
because this energy is not available for proton accelera-
tion.

In addition to beam collimation and energy loss, the
fast electron transport process itself also affects the elc?c-
tron pulse at the rear side by a small enhancement of its
duration and a slight hardening of the electron spectra.
The enhancement of the pulse duration is due to the ve-
locity spread of fast electrons with relativistic fact'or's g
from 0.55 to 0.95, which gives small but non-negligible
differences in the arrival time at the target rear SLErt'ace.
This time spread, together with the thermalization of
the lower energy electrons in the target due tc. the self-
generated electric field, contribute to the hardening of the
spectra at the rear side. The fast electron energy pulses
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FIG. 9: Proton cutoff kinetic energies measured, computed
with the model described in the text and fitted to the mea-
surements assuming free streaming propagation with an effec-
tive propagation angle of 8” [11]. Cutoff energies for electron
propagation in solid targets are also shown for comparison.

at the rear surface are depicted in Fig. 8 for th_e thickest
targets. The effects of time delay and broadening of the
pulse become evident.

The fast electron transport code yields the number_ of
electrons Ny passing through the spot at the_reaf side
with a diameter dyeqr (FWHM), their mean kinetic en-
ergy (Ey) and the pulse length Tpusse- Those data are
collected in Table I for the targets analyzed. The fast
electron density n; at the rear surface is calculated as
the number of electrons Ny divided by the vo!ume they
occupy during the pulse length, which 'is estimated as
the area of the spot multiplied by the distance traveled
by electrons (BcTputse). The mean kinetic energy _(E{)
correspond to electrons crossing the rear :?urffzce within
the spot during the pulse length Tputse, Which is taken as
the time interval while the power carried by the electrons
inside the FWHM is non-negligible (see Fig. 8).

The scale length L;,, of the ion density profile z?,t the
rear surface has also to be taken into account to estimate
the proton cutoff energy Eproton [31]. A ?-D model has
been developed to describe the acceleration of protons
including the scale length [32]. It assumes that the accel-
eration is driven by the electric fields set up by the fast
electrons exiting the target rear surface. Thel effect of t.he
scale length is important for thin targets, whlc%a are quite
expanded by the ASE prepulse (see Fig. 2) with Lij.n of
the order or greater than 1 pm, as shown in Table I. For
thicker targets, the scale length is small enough to use
Mora’s analytical formula for the cutoff energy [33].

The proton cutoff energies obtained in simulationg and
experiments are compared in Fig. 9. It should be Pmnted
out that the cutoff energies obtained from simulations are
highly sensitive to the opening angle of the: injectec'i falfzc-
tron pulse, which is consistent with the high s_ensll.;mty
of the beam collimation with this angle shown in Fig. 5.
The half-angle of 30° taken from [12] and used to compute

those energies leads to a good agreement with the exper-
imental data for targets thicker than 5um, as shown in
Fig. 9. Thinner targets are quite expanded and both the
density scale-length at the rear side and the divergence of
the fast electrons when passing through the target ham-
per an efficient proton acceleration. Simulations yield a
proton cutoff energy a factor of 2 lower than experiments.
This indicates that protons observed in thin targets can-
not be generated at the rear surface and then are likely
to come from the laser side [34] as proposed by Kaluza
et al. [11] and now is corroborated by our simulations.

The effective propagation angle is defined as
tM_II(rreﬂr -?'front)/dempm;ded]: where 1y, and Tfront
are the spot radii at the front and the rear side, respec-
tively, and dezpandeq the thickness of the expanded target.
Electrons propagate with a relatively large propagation
angle, from = 9° to 4°, in targets with initial thickness
from 1.5 to 3 pm, respectively; almost perfectly colli-
mated in targets with 5 and 8.5 yn thickness, featuring
a divergence angle less than 1?; and with an angle up to,
roughly, 3° in thicker targets. These results follow the
trends outlined in Fig. 5, i.e. beam collimation increases
with density and decreases with target thickness.

The fitting to the experimental results carried out in
reference [11] and shown in Fig. 9 assumes that electrons
propagate in solid targets with a straight path, an angu-
lar divergence of 8° and without energy loss. Thus, the
spots at the rear side are larger than those shown in Ta-
ble I and therefore the fast electron density at the rear
side is lower than in our calculations. On the other hand,
fast electrons carry less energy at the rear surface in our
modeling because of the target resistive heating. Hence,
the remarkable good agreement between the fitting of ref-
erence [11] and our calculations for targets thicker than 5
pm can be explained by the balance between the electron
energy loss and the beam collimation for a certain range
of target thicknesses since the proton accelerating field is
proportional to (ny x (Ez))!/2.

It is important to point out the effect of the ASE pre-
pulse on proton acceleration. As shown in Fig. 9, if elec-
trons propagate in solid targets, protons are accelerated
up to energies clearly over the cutoff energies measured.
Therefore, our simulations show that the foil expansion
induced by the ASE prepulse is not beneficial for proton
acceleration not only due to the increase of the scale-
length of the ion density profile at the rear side, but also
because fast electron beam is less collimated and deposit
more energy in expanded targets.

IV. CONCLUSIONS

Hybrid PIC simulations of fast electron transport in
ASE prepulse preheated foil targets have been carried

out. The fast electron beam generated by the main laser
pulse was described by a few parameters taken from pub-
lished PIC simulations. The central focus of this paper
was then on the transport of the electron pulse through
the expanded foil and its consequences on proton accel-
eration at the rear side.

Fast electron transport calculations in ’ideal’ expanded
targets with exponential density profiles show an en-
hancement of the energy deposited by resistive heating
when compared with electron propagation in solid targets
of the same areal density. Beam collimation increases
with the target density and therefore fast electron beams
are less collimated in expanded targets.

Simulations of the experiments of proton acceleration
carried out by Kaluza et al. at MPQ [11] show that resis-
tive heating and beam collimation are important for all
the targets used. Hence, self-generated EM fields have
to be taken into account even for the thinnest foils, and
fast electron transport is far from free streaming. The
electron-beam collimation depends strongly on the ini-
tial injection angle. The realistic injection angle of 30°,
consistent with published electron-acceleration studies,
was confirmed, while the effective propagation angle, i.e.,
after the collimation by the self-induced EM fields, is sig-
nificantly lower. The electron-beam collimation also de-
pends on the target density profile. It was found that
electron propagation is influenced by the preheating and
expansion of the target due to the ASE prepulse. We
therefore conclude that the influence of the laser prepulse
has to be considered for the interpretation of experiments
concerning ion acceleration both in terms of ion-density
gradient at the target rear side and of target expansion.

We found a good agreement between simulations and
experiments, specially for targets thicker than 5um which
remain dense after the ASE prepulse. The cutoff ener-
gies obtained for thinner targets are, however, a factor
of 2 lower than experiments. This confirms that protons
accelerated during the interaction with quite expanded
thin foils (dyarger < 3 pm) cannot come from the target
rear side, as it was also concluded in reference [11].
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