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## Abstract

This thesis is devoted to the theoretical characterization and generation of strongly correlated many-body states from the perspective of quantum information theory. We first study the entanglement properties of general many-body states and define a new measure for multipartite entanglement, the "Localizable Entanglement (LE)". It quantifies the maximal entanglement that can be localized, on average, between two parties by performing local measurements on the other parties. This measure provides knowledge of the "entanglement length", which is of particular importance in the context of quantum repeaters for long-distance quantum communication. We prove upper and lower bounds on LE in terms of two-body correlation functions and develop a method for the numerical computation of LE in one-dimensional spin systems. We analyze the localizable entanglement in various spin systems and observe characteristic features for a quantum phase transition such as a diverging entanglement length.

In the second part of the thesis we focus on a specific many-body system: ultra-cold atoms in an optical lattice. This system is a promising candidate for the first physical realization of a "quantum simulator", but the temperature in current experiments is still too high. We propose, analyze and compare several schemes to cool the atoms close to the ground state of the strong interaction regime. In particular, we devise an algorithmic cooling protocol that combines occupation number filtering with spin-dependent lattice shifts. In addition, we propose two different physical realizations of filtering and also design protocols that generate an ensemble of quantum registers for quantum computation.

In the third part we propose how to create entanglement in small atomic clouds by deforming and rotating the harmonic trapping potential. The resulting states are entangled in their motional degrees of freedom and can be identified with strongly correlated fractional quantum Hall states. For the case of two, three and four atoms we show how to adiabatically transform the unentangled ground state into the desired entangled state. We further discuss characteristic features of these states and propose how to create and detect them experimentally using an optical lattice setup.

## Zusammenfassung

Diese Arbeit widmet sich der Beschreibung und Erzeugung stark korrelierter Vielteilchenzustände unter dem Gesichtspunkt der Quanteninformationstheorie. Zuerst beschäftigen wir uns mit allgemeinen Vielteilchenzuständen und definieren ein neues Maß für die Verschränktheit dieser Zustände, das wir "Localizable Entanglement (LE)" nennen. Daraus lässt sich eine charakteristische Längenskala ableiten, bis zu der sich Verschränkung im System durch lokale Operationen extrahieren lässt. Desweiteren können wir für reine Zustände beweisen, dass Zweiteilchen-Korrelationsfunktionen eine untere Schranke für LE darstellen. Wir wenden LE auf Grundzustände diverser Spinmodelle an und beobachten erstens, dass die untere Schranke meist angenommen wird und zweitens, dass LE an Quantenphasenubergangen besondere Merkmale aufweist. Außerdem haben wir eine numerische Methode für die Berechnung von LE in eindimensionalen Spinsystemen entwickelt.

Im zweiten Teil dieser Arbeit konzentrieren wir uns auf ein vielversprechendes Vielteilchensystem aus Sicht der Quanteninformation: ultra-kalte Atome in einem optischen Gitter. Dieses System eignet sich u.a. für die Simulation der Quantendynamik unterschiedlichster Vielteilchensysteme. Jedoch sind die Temperaturen in den gegenwärtigen Experimenten noch relativ hoch. Wir schlagen daher mehrere Methoden vor, um das System bis nahe an den Grundzustand des stark wechselwirkenden Regimes zu kühlen. Wir liefern eine theoretische Beschreibung dieser Methoden und vergleichen sie untereinander hinsichtlich ihrer Effizienz und experimentellen Umsetzbarkeit.

Im dritten Teil beschäftigen wir uns mit der Erzeugung spezieller verschränkter Zustände in kleinen atomaren Systemen. Diese Zustände entsprechen formal den elektronischen Zuständen, die beim fraktionalen Quanten Hall Effekt auftreten und sind in ihren Bewegungsfreiheitsgraden verschränkt. Für die speziellen Fälle von zwei, drei und vier Atomen können wir zeigen, dass sich der anfänglich separable Grundzustand adiabatisch in den gewünschten verschränkten Zustand überführen lässt. Wir diskutieren besondere Merkmale dieser Zustände und zeigen Were auf, wie sie sich unter Zuhilfenahme eines optischen Gitters erzeugen und nachweisen lassen.
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## Chapter 1

## Introduction

Entanglement is one of the deepest departures of quantum mechanics from classical physics. It plays a key role for quantum information tasks, such as teleportation [1], quantum communication [2] and quantum computation [3]. In recent years major achievements in the experimental generation of entanglement have been made. For instance, in quantum optical systems entanglement of up to eight ions [4,5] or five photons [6] has been demonstrated. Of special importance are also strongly correlated many-body states. First of all they provide a natural resource for entanglement. Secondly, highly entangled many-body states can be used to perform measurement based quantum computation [7, 8]. Thirdly, the study of many-body entanglement can provide significant physical insight in strong correlation effects such as quantum phase transitions. Hence, it is of central interest to get a better understanding of multipartite entanglement. In this thesis we define a novel measure of multipartite entanglement, the "Localizable entanglement (LE)". It allows one to deduce a characteristic distance, the "entanglement length", up to which bipartite entanglement can be extracted from the system by local operations. Knowledge of this length scale is of particular importance in the context of quantum repeaters for long-distance quantum communication.

We further consider a very important many-body system in the field of quantum information theory: ultra cold atoms in optical lattices. This system is a promising candidate for the first physical realization of a "quantum simulator" that simulates the quantum dynamics of other many-body systems [9]. With just 40 atoms in an optical lattice one could perform quantum simulations that are impossible with ordinary computers. In contrast, the efficient solution of other practical problems on a quantum computer (such as the factorization problem) would require on the order of 10,000 atoms to beat a classical computer. The major obstacle that hinders the implementation of a quantum simulator in current experiments is temperature. In this
thesis we propose, analyze and compare several cooling schemes for atoms in optical lattices. Our theory predicts that we can cool the system close to the ground state of the strong interaction regime.

We also propose how to generate a novel class of entangled states in atomic systems, in which the atoms are entangled in their motional degrees of freedom. These states are equivalent to strongly correlated fractional quantum Hall (FQH) states. FQH states may exhibit anyons, which are neither bosons nor fermions but show fractional quantum statistics. Non-abelian anyons are especially interesting from the perspective of topological quantum computation [10].

In the following we describe the different parts of this thesis in more detail. The first part is devoted to the entanglement properties of general many-body systems. The usual approach is to characterize multipartite entanglement in terms of bipartite entanglement. One possibility is to study the entanglement between two separate particles after tracing out the rest of the system. This can formally be done by computing the entanglement of formation $[11,12]$ of the reduced density matrix, which quantifies the entanglement cost to produce this bipartite state. For spin systems it has been shown that this quantity can exhibit characteristic features at a quantum phase transition and also that the entanglement decays very rapidly with the distance of the two spins $[13,14]$. Another possibility is to study the von-Neumann entropy of a subsystem, which for pure states quantifies the entanglement with the rest of the system. The entropy in one-dimensional spin systems has been studied extensively in recent years. It is now believed that the entropy diverges logarithmically with the block size if the system is critical, and that the entanglement growth is connected to the universality class of the underlying theory $[15,16]$.
However, both approaches are not very well suited for defining an "entanglement length", up to which bipartite entanglement can be extracted from the system. This length scale could serve as a figure of merit for a "quantum repeater" [17], which is a way of distributing entanglement over long distances by applying local operations at the nodes of a quantum network.

Motivated by the quantum repeater concept we propose a novel measure for multi-particle entanglement, which we have termed "Localizable Entanglement" (LE). It is defined as the maximum entanglement that can be localized, on average, between two particles by performing local measurements on all other particles. This definition naturally leads to notions like "entanglement length" and "entanglement fluctuations". We further prove for pure qubit and qutrit states that the LE is lower bounded by the maximum (connected) two-point correlation function. With a study of ground state
entanglement in various spin- $1 / 2$ models we demonstrate that this bound is typically tight. We also develop a numerical method that allows us to compute the LE in ground states, thermal states and time-evolved states in onedimensional spin systems with large number of spins. Applying this method to ground states we find that the entanglement fluctuations (as defined by LE) as well as LE itself exhibit characteristic features at a quantum phase transition. For instance, one observes a discontinuity in the first derivative of LE at a Kosterlitz-Thouless transition [18]. For the ground state of the spin-1 Heisenberg antiferromagnet one obtains a very counter-intuitive result: the entanglement length is infinite but the two-body correlation length is finite.

After the study of entanglement in rather general many-body systems, we focus in the remainder of this thesis on a specific system: ultra cold atoms in an optical lattice. With the realization of Bose-Einstein condensation (BEC) in 1995 atomic research in atomic physics has reached a new dimension. Many of the early experiments on BECs can be well explained with mean field theory, in which all atoms behave exactly the same. The new challenge is the strong-interaction regime. The interactions between atoms can be enhanced by tuning the magnetic field through a Feshbach resonance, at which the scattering length diverges. In a series of remarkable experiments with fermionic atoms this method has been used to observe the crossover from a BEC of molecules to the BCS regime, in which Cooper pairs are formed [19, 20, 21, 22, 23]. An alternative way to reach the strong-interaction regime is to load and trap cold atoms in an optical lattice potential ${ }^{1}$. By increasing the intensity of the lattice laser beams one can decrease the kinetic energy of the atoms until the interactions dominate the dynamics. The systems then undergoes a quantum phase transition from a superfluid to a Mott insulator. This phenomenon was first observed by Greiner et al. [24] in 2002. In the past years several groups managed to load bosonic or fermionic atoms in optical lattices and reach the strong interaction regime [24, 25, 26, 27, $28,29,30,31,32]$. This system constitutes one of the very few quantum systems that can be controlled and manipulated on the single quantum level, while at the same time avoiding unwanted interaction with the environment causing decoherence. In addition, it provides an unprecedented degree of flexibility. The interaction can be tuned from repulsive to attractive, one can generate lattices with different geometries, use several internal states of

[^0] are trapped in the minima of the three-dimensional lattice potential.
the atoms, and mix fermions with bosons. Therefore it has been proposed to use atoms in optical lattices in order to simulate the quantum dynamics of various kinds of Hubbard Hamiltonians [33, 34, 35, 36, 37, 38, 39, 40, 41, 42]. This may help to understand strong correlation effects that have been observed or predicted in solid-state systems. For instance, the study of fermions with repulsive interactions in two dimensions might shed some light on the origin of high temperature superconductivity. Also the physical implementation of a "Feynman quantum simulator" has been put forward [9]. This has to be distinguished from the "analogue" quantum simulator that is provided naturally by the Hubbard Hamiltonian. It is rather a precursor of a universal quantum computer that can simulate the dynamics of general quantum systems.

In the case of atoms the temperature to observe strongly correlated behavior is nine orders of magnitude lower than for electrons. The reason is the rather weak atomic interaction as compared to the Coulomb interaction Although the temperature in present experiments is already close to absolute zero, the system is still far away from being in the ground state [25, 26, 43]. In the second part of this thesis we propose several schemes to cool the system to its many-body ground state, once the lattice potential has been raised. One class of protocols operates solely in the no-tunnelling regime and hence does not rely on equilibration. Since the required operations resemble the ones for ensemble quantum computation in optical lattices [44], we refer to it as "algorithmic cooling". We further show that algorithmic protocols can be used to generate an ensemble of defect-free quantum registers for quantum computation. The second class of cooling schemes permits quantum tunnelling and is based on the repeated application of occupation number filtering. The idea of filtering has been first proposed by Rabl et al. [45]. It aims at reducing lattice site occupation numbers to some desired values. The original proposal is based on a laser driven adiabatic transfer of atoms between two internal states. Here, we propose two alternative physical realizations of filtering. The first one relies on optimal coherent laser control and is optimized in speed. The second proposal can be implemented rather easily and operates continuously. We further provide a complete theoretical and numerical description of all our cooling schemes.

The third part of this thesis is devoted to the generation of a special class of entanglement in atomic systems, in which the atoms are entangled in real space. Typically atoms are entangled in internal space. For instance, one can use atomic interactions to entangle the internal states of atoms located at different lattice sites in a dynamical way $[46,47]$. When applied to all atoms this procedure will generate the highly entangled cluster state [7],
which forms the basis of the one-way quantum computer proposed in $[8]$. The motional entangled states considered here are a sequence of FQH states, analogous to the ones that appear in the context of the fractional quantum Hall effect in electronic systems [48]. The possibility of creating FQH atomic states as the Laughlin state [49] by rapidly rotating the trap confining the atoms has been discussed in several theoretical works $[50,51,52,53,54$, $55,56,57,58]$. However, experiments dealing with typically large number of particles have not yet succeeded in reaching these states. Here, we fully address the case of a small number of particles and design a realistic way of entangling them into FQH states. The central idea is to use a deep optical lattice as an amplifier of the experimental signal by providing multiple copies of a small atomic sample. We further discuss how to detect these entangled states by measuring different properties as their density profile, angular momentum or correlation functions. The possibility of creating and manipulating FQH states in a controlled way has attracted considerable interest in recent years. Apart from its importance for topological quantum computation it also promises to create individual anyons and to probe their fractional quantum statistics directly by exchanging two (quasi) particles [57].

This thesis is organized as follows. Chapter 2 is devoted to Localizable Entanglement in many-body systems. We begin with reviewing algebraically computable entanglement measures for bipartite systems. Then we give a formal definition of LE and derive quantities like entanglement length and entanglement fluctuations. We further connect the concept of LE with the idea of quantum repeaters. It follows a derivation of a lower bound on LE in terms of connected correlation functions. Details of the proof are presented in Appendix A. Next, we present a numerical method to compute the LE in large spin chains. This method is applied to ground states of various standard spin- $1 / 2$ chains. Afterwards we study gapped spin-1 models and compute the LE both for ground and thermal states. Furthermore, a possible connection between long range entanglement and hidden order is discussed. In this context we refer also to Appendix B, where it is shown how to compute the string order parameter and the LE analytically for matrix-product states (MPS) with qubit bonds.

In chapter 3 we propose and analyze several cooling schemes for atoms which are trapped in an optical lattice. We start with a discussion of the Bose-Hubbard model and properties of the initial state, such as temperature and entropy. To this end we have developed a fermionization procedure, which is discussed in detail in Appendix C. It follows a summary of the basic tools and figures of merit which underlie our cooling schemes. Afterwards a detailed analytical analysis of the cooling efficiency of occupation number
filtering is presented. We further determine the optimal regimes for tunable experimental parameters and propose two physical realizations of filtering. We then propose, analyze and compare two ground state cooling schemes: sequential filtering and algorithmic cooling. We compare our analytical findings with exact numerical calculations. The underlying numerical method is presented in Appendix D. It follows a discussion of alternative cooling schemes. Finally, we propose two algorithmic protocols that are not very well suited for cooling but are optimized for creating defect-free quantum registers for ensemble quantum computation.
In chapter 4 we propose how to create and detect motional entangled states of a small number of atoms being trapped in a rotating harmonic potential. We first identify the entangled states with strongly correlated FQH states and study characteristic properties such as their density profile. Based on numerical calculations of the energy spectrum we design adiabatic paths in parameter space in order to reach these states. After analyzing the experimental feasibility of our proposal we discuss several detection schemes, which explicitly take the lattice setup into account. In Appendix E we address the problem of two interacting atoms in a three-dimensional harmonic trap analytically and explore the range of validity of the pseudo-potential approximation. To this end the zero range pseudo-potential is replaced by a finite range well potential.

The results presented in chapters 2 to 4 are published in $[59,60,61,62$, $63,64,65$ ] and [66], respectively.

## Chapter 2

## Localizable Entanglement

### 2.1 Introduction

The creation and distribution of entangled states plays a central role in quantum information theory, because it is the key ingredient for performing certain quantum information tasks, like teleportation [1] or quantum computation. In this respect, multiparticle quantum states can be considered as entanglement resources, naturally appearing in many physical systems. On the other hand, it is believed that the study of multipartite entanglement might prove fruitful in other fields of physics, like condensed matter, e.g. for understanding the complex physics of strongly correlated states [67, 68]. In particular it has been shown $[13,14,15,69,70,71]$ that the ground state entanglement of various spin systems may exhibit characteristic features at a quantum phase transition. Hence, it is desirable to find ways of characterizing and quantifying entanglement in multipartite systems.

In this chapter we define a measure for multipartite entanglement, which we have termed Localizable Entanglement (LE). It quantifies the bipartite entanglement contained in a multipartite state. To be more specific, LE is defined as the maximum entanglement that can be localized, on average, between two parties of a multipartite system, by performing local measurements on the other parties. Hence, LE is defined in an operational way and has a clear physical meaning. For instance, it can be used as a figure of merit to characterize the performance of quantum repeaters [17, 72]. It also allows one to define the notion of entanglement length, which characterizes the typical distance up to which bipartite entanglement can be localized in the system.

Note that, in the context of LE, particles are not traced out but measured. This is in contrast to earlier approaches, where the concurrence of
the reduced density operator of two separated spins in a spin chain has been calculated (see e.g. [13, 14]). Although the concurrence exhibited characteristic features at a quantum phase transition, it does not detect long range quantum correlations.

The fundamental difference between tracing and measuring can be illustrated with two simple examples: For both the GHZ state [73] and the cluster state [7] it can readily be checked that the reduced density operator of any two qubits contains no entanglement at all. On the other hand one can find a local measurement basis, such that the LE is maximal. We further note that in the case of the GHZ-state the entanglement properties could also have been revealed by studying the connected version of the two-point correlation function. Indeed, the GHZ-state is one of many examples [59], for which correlations can be identified with quantum correlations, i.e. entanglement. However, this intimate connection does not hold true for all pure quantum states (as shown in [74]). For instance, in the case of the cluster state the LE is maximal, whereas the connected correlations are all zero. The results of this chapter can be summarized as follows:
(i) We give a formal definition of LE, introduce several variants and establish basic relations between them. Based on this definition we give a meaning to the notions entanglement length and entanglement fluctuations.
(ii) We prove for general pure qubit and qutrit states that LE can be lower bounded by connected two-particle correlation functions. This implies that quantum phase transitions, characterized by a diverging correlation length, are equivalently detected by a diverging entanglement length.
(iii) We present a numerical method that computes the LE in ground states, time-evolved states and thermal states of one-dimensional spin systems. It works efficiently for chains with up to 100 sites and is based on matrix-product states [75, 76] and the Monte Carlo method [77].
(iv) We study the LE in ground states of various spin- $1 / 2$ models. We find that the lower bound is typically tight. Moreover, the LE as well as the entanglement fluctuations exhibit characteristic features at a quantum phase transition. For instance, we observe a discontinuity in the first derivative of LE at a Kosterlitz-Thouless transition [18].
(v) We study the LE in gapped spin-1 systems. For the ground state of the Heisenberg antiferromagnet we observe that the lower bound is not tight. To be more precise, the entanglement length is infinite but the correlation length is finite. In this context we also comment on a possible connection between hidden order and long range entanglement. In particular, we present examples showing that, in general, such a connection does not exist. As a second example we study the LE of thermal states in the AKLT model [78].

We find that the entanglement length increases exponentially with the inverse temperature.

We note that the concept of LE has already been adopted by several groups in order to study the entanglement properties of multipartite spin systems [59, 61, 74, 79, 80, 81, 82, 83].

### 2.2 Entanglement of bipartite systems

In this section we briefly review the entanglement of bipartite systems of finite dimension. Physical states of such systems are described by density matrices $\rho\left(\rho=\rho^{\dagger}, \rho>0, \operatorname{tr} \rho=1\right)$ acting in the Hilbert space of the composite system $\mathcal{H}=\mathcal{H}_{A} \otimes \mathcal{H}_{B}$. A state $\rho$ is defined as separable if and only if it can be decomposed as a convex combination of product states:

$$
\begin{equation*}
\rho=\sum_{i} p_{i} \rho_{i}^{A} \otimes \rho_{i}^{B} \tag{2.1}
\end{equation*}
$$

with $\sum_{i} p_{i}=1$ and $p_{i}>0$. Inversely, a state $\rho$ is called entangled if and only if such a decomposition does not exist. Often it is also desirable to quantify the degree of entanglement. For pure states $\left(\operatorname{tr} \rho^{2}=1\right.$ ) a widely accepted entanglement measure exists, which can, in principle, be calculated for any Hilbert space dimension. In the case of mixed states ( $\operatorname{tr} \rho^{2}<1$ ), however, closed expressions for the entanglement of a state $\rho$ can typically be found only for low dimensional systems. In the following we give a summery of algebraically computable entanglement measures, which are used in this article.

### 2.2.1 Pure states

Any pure state of a bipartite system can be written in the Schmidt decomposition:

$$
\begin{equation*}
|\psi\rangle=\sum_{i=1}^{n} \lambda_{i}\left|\phi_{i}^{A}\right\rangle \otimes\left|\phi_{i}^{B}\right\rangle, \quad\left(\lambda_{i}>0\right) \tag{2.2}
\end{equation*}
$$

where $\left\{\left|\phi_{i}^{A}\right\rangle\right\}$ and $\left\{\left|\phi_{i}^{B}\right\rangle\right\}$ are sets of orthonormal states for subsystems $A$ and $B$. The Schmidt coefficients $\lambda_{i}$ represent the features of the state $|\psi\rangle$, which are invariant under local unitary operations on the subsystems. By definition, the entanglement of a state cannot be increased by local operations and classical communication (LOCC). This characteristic distinguishes quantum correlations from classical correlations. As a consequence, any entanglement
measure must be invariant under local unitary operations and thus should depend solely on the Schmidt coefficients $\lambda_{i}$. In this context it is useful to consider the reduced density operators $\rho_{A}=\operatorname{tr}_{B}|\psi\rangle\langle\psi|$ and $\rho_{B}=\operatorname{tr}_{A}|\psi\rangle\langle\psi|$ of subsystem $A$ and subsystem $B$, respectively. The degree of mixing of $\rho_{A}$ and $\rho_{B}$ is directly related to the entanglement of $|\psi\rangle$. Hence, the entropy of entanglement [84] has been adopted as the standard measure of entanglement for pure states. It is defined as:

$$
\begin{equation*}
E_{E}(\psi):=S\left(\rho_{A}\right)=S\left(\rho_{B}\right)=-\sum_{i=1}^{n} \lambda_{i}^{2} \log _{2} \lambda_{i}^{2} . \tag{2.3}
\end{equation*}
$$

Here, $S(\rho)=-\operatorname{tr}\left(\rho \log _{2} \rho\right)$ denotes the von-Neumann entropy. This entanglement measure has been inspired by the observation that entanglement decreases our knowledge of local properties of the state. Another justification for this measure arises from the fact that a maximally entangled state and LOCC can be used to produce an arbitrary state $|\phi\rangle$. In this sense, the entropy of entanglement of $|\phi\rangle$ measures the "entanglement cost" of creating this state. To be more precise, one needs about $n \times E_{E}(|\phi\rangle)$ copies of the singlet state, $\left|\psi^{-}\right\rangle=(|01\rangle-|10\rangle) / \sqrt{2}$, for producing $n$ copies of an arbitrary two qubit state $|\phi\rangle$.

The definition of entropy of entanglement holds for any dimension. In the special case of a $2 \times 2$ system an alternative entanglement measure is widely used, namely the concurrence [85]. For a pure state $|\psi\rangle$ it is defined as

$$
\begin{equation*}
\left.C(\psi)=\left|\left\langle\psi^{*}\right| \sigma_{y} \otimes \sigma_{y}\right| \psi\right\rangle \mid, \tag{2.4}
\end{equation*}
$$

where the complex conjugation is performed in the standard basis $\{|00\rangle,|01\rangle$, $|10\rangle,|11\rangle\}$ and $\sigma_{y}$ is a Pauli matrix.

For qubits it can be shown that the entropy of entanglement is a convex, monotonously increasing function, $E_{E}=f(C)$, of the concurrence, with

$$
\begin{align*}
f(C) & :=H\left(\frac{1+\sqrt{1-C^{2}}}{2}\right)  \tag{2.5}\\
H(x) & :=-x \log _{2} x-(1-x) \log _{2}(1-x) \tag{2.6}
\end{align*}
$$

and $H(x)$ being the Shannon entropy. In this article we will typically use the concurrence to measure the entanglement of a pure two qubit state $|\psi\rangle$, because it can most easily be related to the maximum connected correlation function of this state [Appendix A].

### 2.2.2 Mixed States

Any mixed state can be expressed as a convex sum over pure states:

$$
\begin{equation*}
\rho=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|, \tag{2.7}
\end{equation*}
$$

with $p_{i}>0$ and $\sum_{i} p_{i}=1$. Unfortunately, this pure state decomposition is not unique. This means that the entanglement of $\rho$ is not simply given by the weighted sum over the pure state entanglement. Instead, one has to take the infimum with respect to all pure state decompositions. Using this convex roof construction the entanglement of formation $[11,12]$ of a mixed state $\rho$ is defined as:

$$
\begin{equation*}
F(\rho)=\inf _{\left\{p_{i}, \psi_{i}\right\}} \sum_{i} p_{i} E_{E}\left(\psi_{i}\right) . \tag{2.8}
\end{equation*}
$$

In higher dimensions the underlying optimization problem is unsolved for general states. Only for $2 \times 2$ systems an algebraic solution exists. In the convex roof (2.8) one replaces $E_{E}$ by the concurrence C (see Eq. (2.4)). This leads to the closed expression [85]:

$$
\begin{equation*}
C(\rho)=\max \left\{0, r_{1}-r_{2}-r_{3}-r_{4}\right\}, \tag{2.9}
\end{equation*}
$$

where the $r_{i}^{\prime} s$ are the square roots of the eigenvalues of the matrix $\rho \tilde{\rho}$ in descending order. Here the spin flipped matrix $\tilde{\rho}$ is defined as:

$$
\begin{equation*}
\tilde{\rho}=\left(\sigma_{y} \otimes \sigma_{y}\right) \rho^{*}\left(\sigma_{y} \otimes \sigma_{y}\right), \tag{2.10}
\end{equation*}
$$

with the complex conjugation again taken in the standard basis. Making use of Eq. (2.5), it has been shown that the entanglement of formation in $2 \times 2$ systems can be expressed by the concurrence: $F(\rho)=f(C(\rho))$ [85].

For higher dimensional systems one can use the negativity [86] as entanglement measure. Its definition relies on the NPPT criterion for entanglement [87, 88]: if the partial transpose $\rho^{T_{A}}$ has at least one negative eigenvalue, then the state $\rho$ is entangled. If we express $\rho$ in an orthonormal product basis,

$$
\begin{equation*}
\rho=\sum_{i, j} \sum_{k, l}\langle i, k| \rho|j, l\rangle|i\rangle_{A}\langle j| \otimes|k\rangle_{B}\langle l|, \tag{2.11}
\end{equation*}
$$

then, the partial transpose with respect to system $A$ is given by:

$$
\begin{equation*}
\rho^{T_{A}}=\sum_{i, j} \sum_{k, l}\langle i, k| \rho|j, l\rangle|j\rangle_{A}\langle i| \otimes|k\rangle_{B}\langle l| . \tag{2.12}
\end{equation*}
$$

We define the negativity $\mathcal{N}$ of a state $\rho$ as

$$
\begin{equation*}
\mathcal{N}(\rho)=\left\|\rho^{T_{A}}\right\|_{1}-1, \tag{2.13}
\end{equation*}
$$

where $\|.\|_{1}$ is the 1 -norm, given by the sum of the moduli of the eigenvalues. Since transposition is trace preserving, $\mathcal{N}(\rho)$ is given by two times the sum of the moduli of the negative eigenvalues of $\rho^{T_{A}}$. With this definition, the negativity of the singlet state is one. The negativity has the big advantage that it can be calculated algebraically in any dimension. However, for systems larger than $2 \times 3$ it vanishes for some entangled states [ 89,90 ] and thus it is not an entanglement measure in the strict sense. But since it is non-increasing under LOCC , it is an entanglement monotone [86].

### 2.3 Localizable Entanglement of multipartite systems: Definition and basic properties

We consider a multipartite system composed of $N$ particles. With each particle we associate a finite dimensional Hilbert space. For simplicity we refer in the following to the particles as spins.

### 2.3.1 Definition

The Localizable Entanglement (LE) of a multi-spin state $\rho$ is defined as the maximal amount of entanglement that can be created (i.e. localized), on average, between two spins at positions $i$ and $j$ by performing local measurements on the other spins. More specifically, every measurement $\mathcal{M}$ specifies a state ensemble $\mathcal{E}_{\mathcal{M}}:=\left\{p_{s}, \rho_{s}^{i j}\right\}$. Here $p_{s}$ denotes the probability to obtain the (normalized) two-spin state $\rho_{s}^{i j}$ for the outcome $s$ of the measurements on the $N-2$ remaining spins. The average entanglement for a specific $\mathcal{M}$ is then given by:

$$
\begin{equation*}
\bar{L}_{i, j}^{\mathcal{M}, E}(\rho):=\sum_{s} p_{s} E\left(\rho_{s}^{i j}\right), \tag{2.14}
\end{equation*}
$$

where $E\left(\rho_{s}^{i j}\right)$ is the entanglement of $\rho_{s}^{i j}$. The Localizable Entanglement is defined as the largest possible average entanglement:

$$
\begin{equation*}
L_{i, j}^{\mathcal{C}, E}(\rho):=\sup _{\mathcal{M} \in \mathcal{C}} \sum_{s} p_{s} E\left(\rho_{s}^{i j}\right) \tag{2.15}
\end{equation*}
$$

with $\mathcal{C}$ denoting the class of allowed measurements. We call the measurement $\mathcal{M}$ which maximizes the average entanglement the optimal basis. It is important to note that the only restriction on $\mathcal{M}$ is that the measurements are performed locally i.e. on individual spins. Apart from that, the measurement basis is arbitrary and can also vary from site to site. We distinguish three classes $\mathcal{C}$ of measurements: projective von-Neumann measurements
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(PM), those corresponding to positive operator-valued measures (POVM), and general local measurements that allow also for classical communication of measurement results (LOCC). In terms of LE the following relationship between these classes holds ${ }^{1}$ :

$$
\begin{equation*}
L_{i, j}^{\mathrm{PM}, E}(\rho) \leq L_{i, j}^{\mathrm{POVM}, E}(\rho) \leq L_{i, j}^{\mathrm{LOCC}, E}(\rho) \tag{2.16}
\end{equation*}
$$

In this thesis we will be mainly concerned with projective measurements. To simplify the notation we omit in this case the superscript PM.

The definition (2.15) still leaves open the choice of the entanglement measure $E$ for the states $\left\{\rho_{s}^{i j}\right\}$. In the previous section we have listed algebraically computable entanglement measures for small dimensional systems. In the case of a pure multipartite state $\rho$, the states $\left\{\rho_{s}^{i j}\right\}$ after the measurements are also pure. Hence, in any dimension we can use the entropy of entanglement $E_{E}(2.3)$ as entanglement measure. For pure qubit states we typically choose the concurrence $\mathrm{C}(2.4)$. Due to the convexity of the function $f(2.5)$ one can find the following relation for the LE as measured by these two quantities:

$$
\begin{equation*}
f\left(L_{i j}^{C}\right) \leq L_{i j}^{E_{E}} \leq L_{i j}^{C} . \tag{2.17}
\end{equation*}
$$

Therefore the qualitative behavior of these two variants of LE will be very similar.
In the case of mixed qubit states we make use of the closed expression for the concurrence (2.9). For higher dimensional mixed states we refer to the negativity $\mathcal{N}(2.13)$.

### 2.3.2 Entanglement length and fluctuations

In the field of strongly correlated systems and more specifically in the study of quantum phase transitions, the correlation length, $\xi_{C}$, is of great importance. The concept of LE readily lends itself to define the related entanglement length, $\xi_{E}$, which characterizes the typical distance up to which bipartite entanglement can be localized in the system:

$$
\begin{equation*}
\xi_{E}^{-1}:=\lim _{n \rightarrow \infty}\left(\frac{-\ln L_{i, i+n}^{E}}{n}\right) \tag{2.18}
\end{equation*}
$$

${ }^{1}$ For pure four qubit states it has been shown in [91], that in the case of projective measurements the LE cannot be increased by classical communication. In addition, numerical studies for the same system indicated that POVM measurements lead only to a very small increase of LE, compared to projective measurements.

The entanglement length is finite if and only if $L_{i, i+n}^{E} \rightarrow \exp \left(-n / \xi_{E}\right)$ for $n \rightarrow \infty$, and the entanglement length $\xi_{E}$ is defined as the constant in the exponent in the limit of an infinite system (see also Aharonov [92]).

Let us now have a closer look at the statistical nature of LE, as it is defined as an average over all possible measurement outcomes (see (2.15)). For practical purposes one can only control the measurement basis but not a specific outcome. Therefore it would be useful to have an estimate of how much the entanglement of a particular measurement outcome deviates from the mean value as given by the LE. This information is contained in the variance of the entanglement remaining after measurements. We can thus define the notion of entanglement fuctuations:

$$
\begin{equation*}
\left(\delta L_{i, j}^{\mathcal{M}, E}\right)^{2}:=\left(\sum_{s} p_{s} E\left(\rho_{s}^{i j}\right)^{2}\right)-L_{i, j}^{\mathcal{M}, E^{2}} . \tag{2.19}
\end{equation*}
$$

The entanglement fluctuations can be defined for any measurement $\mathcal{M}$. Typically we choose for $\mathcal{M}$ the optimal basis, which maximizes the average entanglement. In this case we drop the index $\mathcal{M}$ in (2.19).

The study of both the entanglement length and the entanglement fluctuations could provide further inside in the complex physics of quantum phase transitions by revealing characteristic features at the quantum critical point. Examples for this are presented in Sect. 2.6.

### 2.3.3 Connection to quantum repeaters

So far we have given a purely mathematical definition of LE (2.15). However, it is evident that the LE is defined in an operational way that can directly be implemented on certain physical systems. In addition the concept of LE may also play an essential role in some interesting applications of quantum information theory. To be more precise, LE can serve as a figure of merit for the "performance" of certain kinds of quantum repeaters ( QR ).

Many tasks in quantum information processing require long-distance quantum communication. This means quantum states have to be transmitted with high communication fidelity via a quantum channel between two distant parties, Alice and Bob. Since quantum transport is also possible via teleportation [1] this problem is equivalent to establishing nearly perfect entanglement between two distant nodes. All realistic schemes for quantum communication are presently based on the use of photonic channels. However, the degree of entanglement generated between distant sites typically decreases exponentially with the length of the connecting physical channel, due to light absorption and other channel noise. To overcome this obstacle
the concept of quantum repeaters has been introduced [17, 72]. The central idea is to divide the channel into segments and to include additional nodes. Entanglement between adjacent nodes can be extended to larger distances using entanglement swapping followed by purification. After several rounds one obtains a pair of almost maximally entangled nodes, shared by Alice and Bob, that can be used for perfect quantum transport via teleportation. A possible physical realization of the QR using trapped atoms is sketched in Fig. 2.1 [93, 94, 95].


Figure 2.1: Illustration of the quantum repeater scheme for trapped atoms connected by optical fibres. Qubits are represented by the internal states of the atoms. Applying laser beams the internal states of atoms in adjacent cavities become entangled via the transmission of photonic states. Collective measurements on the nodes (indicated by arrows) followed by purification lead to the generation of a nearly perfectly entangled pair of qubits between the outermost cavities A and B.

Let us now discuss how a QR setup can be characterized by the LE. First of all, let us identify the particles sitting at different nodes by spins. It is important to note that, by combining several spins to a larger Hilbert space of dimension $d$, the operations required for purification and entanglement swapping on this set of spins can be interpreted as local operations on a single spin of dimension $d$. Thus the QR can be treated as a system of interacting spins being in a state $\rho$. In order to assess and quantify the usefulness of such a setup as a QR one has to compute the following figure of merit: What is the maximum amount of entanglement that can be generated between the two end spins by performing local operations on the intermediate spins? But this number is nothing else than the LE. The question, which variant of LE (2.16) should be used, depends on the class of available local operations (PM, POVM or LOCC). Typically classical communication is allowed so that $L_{i j}^{\text {LOCC }}$ has to be taken as figure of merit. However, not every measurement might be physically realizable. Therefore the LE will in general give an upper bound for the performance of a given QR setup.

### 2.4 Bounds on LE

Due to its variational definition, the LE is very difficult to calculate in general. Moreover, typically one does not have an explicit parameterization of the state under interest, but just information about the classical one- and two-particle correlation functions (which allows one to parameterize completely the two-spin reduced density operator $\rho_{i j}$ ). It would therefore be interesting to derive tight upper and lower bounds to the LE solely based on this information.

### 2.4.1 Upper bound

The upper bound can readily be obtained using the concept of entanglement of assistance (EoA) [96], which can be defined for bipartite mixed states $\rho_{A B}$ of any (finite) dimension. We identify $\rho_{A B}$ with the reduced density operator $\rho_{i j}$ for spins $i$ and $j$. The EoA is then defined as:

$$
\begin{equation*}
A_{i j}^{E}\left(\rho_{i j}\right):=\sup _{\varepsilon} \sum_{s} p_{s} E\left(\psi_{s}^{i j}\right) . \tag{2.20}
\end{equation*}
$$

Here the supremum is taken over all pure state decompositions $\mathcal{E}=\left\{p_{s},\left|\psi_{s}^{i j}\right\rangle\right\}$, with $\rho_{i j}=\sum_{s} p_{s}\left|\psi_{s}^{i j}\right\rangle\left\langle\psi_{s}^{i j}\right|$, and $E$ is a suitable entanglement measure for pure states. If $\rho_{i j}$ is the reduced density matrix of a pure $N$-partite spin state $\psi_{N}$, then EoA can be interpreted as follows. It is the maximum average entanglement that can be created between spins $i$ and $j$ by performing joint measurements on the remaining $N-2$ spins. Hence, EoA is trivially an upper bound of LE, because local measurements are a subclass of joint measurements. If $\rho_{i j}$ represents a pair of qubits, one can derive an explicit formula for EoA [91]. Given $\rho_{i j}$ and a square root $X, \rho_{i j}=X X^{\dagger}$, then the EoA as measured by the concurrence reads:

$$
\begin{equation*}
A_{i, j}^{C}\left(\rho_{i j}\right):=\operatorname{tr}\left|X^{T}\left(\sigma_{y}^{i} \otimes \sigma_{y}^{j}\right) X\right| \tag{2.21}
\end{equation*}
$$

with $|B|=\sqrt{B^{\dagger} B}$. Hence $A_{i, j}^{C}\left(\rho_{i j}\right)=\sum_{k=1}^{4} \sigma_{k}$, where $\sigma_{k}$ are the singular values of the matrix $X^{T}\left(\sigma_{y}^{i} \otimes \sigma_{y}^{j}\right) X$. Note that for pure four qubit states a variant of EoA with local measurements was considered in [91].

### 2.4.2 Lower bound

First, from the definition of LE (2.15) it follows that any specific measurement, e.g. in the computational basis, trivially provides a lower bound on the LE. More interestingly, we will now prove for general pure spin-1/2 and spin-1 states that the LE is lower bounded by connected correlation functions.

## Spin-1/2 systems

The basic idea is to establish a connection between the LE and connected correlation functions of the form:

$$
\begin{equation*}
Q_{A B}^{i j}=\operatorname{tr}\left[\rho\left(S_{A}^{i} \otimes S_{B}^{j}\right)\right]-\operatorname{tr}\left[\rho\left(S_{A}^{i} \otimes \mathbb{1}\right)\right] \operatorname{tr}\left[\rho\left(\mathbb{1} \otimes S_{B}^{j}\right)\right] . \tag{2.22}
\end{equation*}
$$

For qubits the operators $S_{A}, S_{B}$ can be parameterized by directions $\vec{a}, \vec{b}$, representing unit vectors in a 3D real space: $S_{A}=\vec{a} \cdot \vec{\sigma}, S_{B}=b \cdot \vec{\sigma}$ with $\vec{\sigma}=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$ being the vector of the Pauli matrices.
Let us start out with stating the central theorem of this section:
(1.i) Given a (pure or mixed) state of $N$ qubits with connected correlation function $Q_{A B}^{i j}$ between the spins $i$ and $j$ and directions $\vec{a}, \vec{b}$, then there always exists a basis in which one can locally measure the other spins such that this correlation does not decrease, on average.
The proof, which is rather technical but constructive, is presented in Appendix A. There we also show that this result can be generalized to a setup, where the spins $i$ and $j$ can be of any dimension, but the remaining spins (on which the measurements are performed) are still qubits. In a spin- $1 / 2$ system such a situation can arise, for example, when considering correlations between two blocks of spins.

Next, we relate correlations with entanglement. We note that after the measurement process and for an initially pure state we end up with a pure state of two qubits. For such a state we have proven the following result [Appendix A]:
(1.ii) The entanglement of a pure two qubit state $\left|\psi_{i j}\right\rangle$ as measured by the concurrence is equal to the maximal connected correlation function:

$$
\begin{equation*}
C\left(\psi_{i, j}\right)=\max _{\vec{a}, \vec{b}}\left|Q_{A B}^{i j}\left(\psi_{i j}\right)\right| \tag{2.23}
\end{equation*}
$$

Combining (1.i) and (1.ii) we know that for a given pure multi qubit state $|\psi\rangle$ and directions $\vec{a}, \vec{b}$ there always exists a measurement $\mathcal{M}$ such that:

$$
\begin{equation*}
Q_{A B}^{i j}(\psi) \leq \sum_{s} p_{s} Q_{A B}^{i j}\left(\psi_{s}\right) \leq \sum_{s} p_{s} C\left(\psi_{s}\right) . \tag{2.24}
\end{equation*}
$$

The term on the very right is equal to the average entanglement as measured by the concurrence $L_{i j}^{\mathcal{M}, C}$, which trivially is a lower bound to the LE as defined by $L_{i j}^{C}$. Since the directions $\vec{a}, \vec{b}$ can be chosen arbitrarily, relation (2.24) holds in particular for directions maximizing $Q_{A B}^{i j}(\psi)$. Hence we can establish the desired lower bound on LE:
(1.iii) Given a pure state $|\psi\rangle$ of $N$ qubits, then the LE as measured by the
concurrence is larger or equal than the maximal connected correlation function:

$$
\begin{equation*}
L_{i, j}^{C}(\psi) \geq \max _{\vec{a}, \bar{b}}\left|Q_{A B}^{i j}(\psi)\right| . \tag{2.25}
\end{equation*}
$$

Making use of the basic properties of LE, presented in the previous section, we can immediately derive analogous bounds for some other variants of LE; for example,

$$
\begin{align*}
L_{i, j}^{E_{E}}(\psi) & \geq f\left(\max _{\vec{m}, \bar{b}}\left|Q_{A B}^{i j}(\psi)\right|\right),  \tag{2.26}\\
L_{i, j}^{\text {povM}, \mathrm{E}_{\mathrm{E}}}(\psi) & \geq f\left(\max _{\vec{a}, \bar{b}}\left|Q_{A B}^{i j}(\psi)\right|\right), \tag{2.27}
\end{align*}
$$

with $f$ being the convex function defined in (2.5). We will see below that relation (2.27) can be generalized to spin-1 systems.

## Higher dimensional spin systems

We now try to extend the previous findings beyond spin- $1 / 2$ systems. First, we look for a generalized version of statement (1.i). Unfortunately the techniques used in the proof for qubits seem to fail already for qutrits. Nevertheless, a generalization is still possible by changing a little bit the perspective. For this we embed a spin- $S$ in a higher dimensional Hilbert space, being composed of $n \geq \log _{2}(2 S+1)$ virtual qubits. Let us denote the $(2 S+1) \times 2^{n}$ matrix governing this transformation by $P$.
In the case $2 S+1=2^{n}$ the embedding is trivial and the situation becomes equivalent to the qubit case. Thus the result (1.i) can immediately be generalized, because local measurements on the virtual qubit systems can be chosen such that (1.i) holds.
In the case $2 S+1<2^{n}$ a similar argument applies if we allow for POVM measurements on the spin- $S$ system. To be more precise, let us consider a mixed state $\rho$ of three spin- $S$ particles. The spin on which the measurement is performed (let us denote it with the index 3 ) is embedded in a $2^{n}$ dimensional system. The embedded state is then given by the transformation: $\rho^{\prime}=$ $\left(\mathbb{1}_{12} \otimes P_{3}^{\dagger}\right) \rho\left(\mathbb{1}_{12} \otimes P_{3}\right)$. In the Hilbert space of the $n$ virtual qubits one always finds local projective measurements $\left\{M_{\alpha_{1} \ldots \alpha_{n}}\right\}=\left\{\left|\alpha_{1}\right\rangle\left\langle\alpha_{1}\right| \otimes \ldots \otimes\left|\alpha_{n}\right\rangle\left\langle\alpha_{n}\right|\right\}$ such that (the generalized version of) (1.i) holds for the state $\rho^{\prime}$. In terms of the original state $\rho$ this measurement in the $2^{n}$ dimensional space corresponds to a POVM measurement $\left\{P M_{\alpha_{1} \ldots \alpha_{n}} P^{\dagger}\right\}$ on a spin-S system, because: $\sum_{\alpha_{1} \ldots \alpha_{n}} P M_{\alpha_{1} \ldots \alpha_{n}} P^{\dagger}=P \mathbb{1}_{2^{n} \times 2^{n}} P^{\dagger}=\mathbb{1}_{(2 S+1) \times(2 S+1)}$.

Thus one can generalize the result (1.i) to arbitrary spin dimensions in the following way:
(2.i) Given an arbitrary multi-spin state with connected correlation function $Q_{A B}^{i j}$ between spins $i$ and $j$ for arbitrary operators $S_{A}, S_{B}$, then there always exists a local POVM measurement on the other spins such that this correlation does not decrease, on average.
We note that the lower bound in (2.i) can already be reached by applying local measurements on the virtual qubit system. Performing joint measurements (e.g. Bell measurements on pairs of qubits as shown in [74]) can lead to a considerable enhancement of the average correlations. If in addition $2^{n}-$ $(2 S+1)$ joint measurements can be chosen such that they are orthogonal to the projector $P$, the resulting measurement on the spin-S system corresponds to a projective von-Neumann measurement.

The most difficult part is to establish a connection between correlations and entanglement for pure two spin states in analogy of (1.ii). In the case of qubits we made explicitly use of the fact that the group $S U(2)$ is the covering group of $S O(3)$. Moreover the concurrence served as an entanglement measure, which was easy to handle. For higher spin dimensions we refer to the entropy of entanglement $E_{E}$ (2.3) as a suitable entanglement measure for pure bipartite states. In the special case of qutrits we were able to show the following relation [Appendix A]:
(2.ii) The entanglement of a pure two qutrit state $\left|\psi_{i j}\right\rangle$ as measured by the entropy of entanglement can be lower bounded by:

$$
\begin{equation*}
E_{E}\left(\psi_{i j}\right) \geq f\left(\max _{A, B}\left|Q_{A B}^{i j}\left(\psi_{i j}\right)\right|\right), \tag{2.28}
\end{equation*}
$$

where $f$ is the convex function (2.5) and $S_{A}, S_{B}$ in $Q_{A B}^{i j}$ (2.22) are operators, whose eigenvalues lie in the interval $[-1 ; 1]$. Combining again (2.i) and (2.ii) we can formulate a bound on LE for spin-1 systems:
(2.iii) Given a pure state $|\psi\rangle$ of $N$ qutrits, then the LE as measured by the entropy of entanglement and which allows for POVM's, is lower bounded by the maximum connected correlation function in the following way:

$$
\begin{equation*}
L_{i j}^{\mathrm{PovM}, \mathrm{E}_{\mathrm{E}}}(\psi) \geq f\left(\max _{A, B}\left|Q_{A B}^{i j}(\psi)\right|\right) . \tag{2.29}
\end{equation*}
$$

In summary, we have shown for pure qubit and qutrit states that connected correlation functions provide a lower bound on LE. This bound allows for two intriguing limiting case: (i) Entanglement and correlations may exhibit similar behavior. (ii) Spins may be maximally entangled although they are uncorrelated in the classical sense. In the forthcoming sections we will present examples for both scenarios.

### 2.5 Numerical computation of LE

In this section we develop a numerical method that allows us to compute the LE in ground states, thermal states and time-evolved states in onedimensional spin systems with large number of spins. We first consider pure states and show how for a given measurement basis the average entanglement can be computed efficiently. To this end we represent the many body state in terms of a matrix-product state and make use of the Monte Carlo method [77]. Then we discuss several ways of determining the optimal measurement basis. Finally, we develop an algorithm based on matrix-product states that computes the ground state of a spin chain with periodic boundary condition. In the second part we generalize our numerical method to mixed states.

### 2.5.1 Pure states

We consider pure quantum states of a chain of $N$ interacting spins of dimension $d=2 S+1$. These states can be ground or excited states of a given Hamiltonian, or states resulting from time evolution of pure states. The number of parameters for the characterization of a $N$-body quantum state increases exponentially with $N$. Hence, the exact numerical treatment of the problem is typically limited to very small system sizes. For larger systems one has to refer to approximative methods.

Here, we represent pure states in terms of the the so-called matrix product states (MPS) [75, 76]:

$$
\begin{equation*}
\left|\psi_{\mathrm{MP}}\right\rangle=\sum_{s_{1}, \ldots, s_{N}=1}^{d} \operatorname{Tr}\left(A_{1}^{s_{1}} \ldots A_{N}^{s_{N}}\right)\left|s_{1}, \ldots, s_{N}\right\rangle \tag{2.30}
\end{equation*}
$$

The state is described by $N$ matrices $A_{i}^{s_{i}}$ of maximal dimension $D$. We note that the MPS (2.30) is written in the computational basis and accounts for periodic boundary conditions (PBC). It has been shown [76, 97] that MPS appear naturally in the context of the density-matrix renormalization group (DMRG) method [98]. Below we will also discuss alternative methods to obtain ground states or time-evolved states using the MPS representation. Note that starting from these states, it is possible to calculate expectation values of products of local observables $\left\{O_{i}\right\}$ very efficiently [76, 97, 75]:

$$
\begin{equation*}
\langle\Psi| O_{1} \ldots O_{N}|\Psi\rangle=\operatorname{Tr}\left(E_{O_{1}}^{[1]} \ldots E_{O_{N}}^{[N]}\right) \tag{2.31}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{O}^{[k]}=\sum_{s, s^{\prime}=1}^{d}\langle s| O_{k}\left|s^{\prime}\right\rangle A_{k}^{s} \otimes\left(A_{k}^{s^{\prime}}\right)^{*} \tag{2.32}
\end{equation*}
$$

Given an MPS of the form (2.30), let us now present a scheme to compute the LE from that. For translation invariant systems it is sufficient to consider the LE between the spins 1 and $j=1+n$. We perform projective measurements in the local basis of (2.30). The (pure) state of the two spins of interest after the measurements is conditioned on the measurement outcomes, denoted by the (N-2)-tuple $\{s\}:=\left\{s_{2} \ldots s_{j-1} s_{j+1} \ldots s_{N}\right\}$, and proportional to

$$
\begin{equation*}
\left|\phi_{\{s\}}\right\rangle=\left\langle\{s\} \mid \psi_{\mathrm{MP}}\right\rangle=\sum_{s_{1}, s_{j}=1}^{d} \operatorname{Tr}\left(A_{1}^{s_{1}} \ldots A_{N}^{s_{N}}\right)\left|s_{1}\right\rangle\left|s_{j}\right\rangle \tag{2.33}
\end{equation*}
$$

Without loss of generality we can assume that the computational basis is the optimal one for LE ${ }^{2}$. The LE is then given by:

$$
\begin{equation*}
L_{i j}^{E}\left(\psi_{\mathrm{MP}}\right)=\sum_{\{s\}} p_{\{s\}} E\left(\tilde{\phi}_{\{s\}}\right) \tag{2.34}
\end{equation*}
$$

where $p_{\{s\}}=\left\langle\phi_{\{s\}} \mid \phi_{\{s\}}\right\rangle /\left\langle\psi_{\mathrm{MP}} \mid \psi_{\mathrm{MP}}\right\rangle$ is the probability for obtaining the normalized state $\left|\dot{\phi}_{\{s\}}\right\rangle=\left|\phi_{\{s\}}\right\rangle /\left\langle\phi_{\{s\}} \mid \phi_{\{s\}}\right\rangle^{1 / 2}$. The MPS representation allows us to compute the probabilities $p_{\{s\}}$ and the states $\left|\phi_{\{s\}}\right\rangle$ efficiently, because it simply amounts to the multiplication of $N$ matrices. However, we still face the problem that the sum (2.34) involves an exponential number of terms $\left(d^{N-2}\right)$. In order to obtain a good approximation of this sum we propose a scheme based on the Monte Carlo (MC) method, which will be now explained in more detail.

## Monte Carlo method

The Monte Carlo method provides an efficient way of selecting $M$ states $\left|\phi_{\mu}\right\rangle$ sequentially from the (given) probability distribution $\left\{p_{\{s\}}\right\}$ of the measurement results. The LE can thus be approximated by:

$$
\begin{equation*}
L_{(M C), i j}^{E}\left(\psi_{\mathrm{MP}}\right) \approx \frac{1}{M} \sum_{\mu=1}^{M} E\left(\tilde{\phi}_{\mu}\right) \pm \frac{1}{\sqrt{M}} \delta L_{i j}^{E}\left(\psi_{\mathrm{MP}}\right) \tag{2.35}
\end{equation*}
$$

Note that the accuracy of the MC method depends on the entanglement fluctuations $\delta L_{i j}^{E}$, which can be computed within the MC scheme as well.

[^1]For selecting the states $\left|\phi_{\mu}\right\rangle$ we follow the Metropolis algorithm [77] and use single-spin-flip dynamics. We start with an initial state $\left|\phi_{\mu}\right\rangle$ corresponding to a specific measurement outcome $\{s\}$. From this we create a trial state $\left|\phi_{\nu}\right\rangle$ by randomly picking a site $i$ and changing the state of this spin with equal probability according to $s_{i} \rightarrow \bmod \left(s_{\mathrm{i}} \pm 1, \mathrm{~d}\right)$ for $s_{i}=0,1, \ldots d-1$. For a spin- $1 / 2$ this simply amounts to a spin flip. The trial state is accepted with probability:

$$
P(\mu \rightarrow \nu)=\left\{\begin{array}{cc}
\frac{p_{\nu}}{p_{\mu}} & \text { if } \mathrm{p}_{\nu}<\mathrm{p}_{\mu}  \tag{2.36}\\
1 & \text { else }
\end{array}\right.
$$

If the trial state is accepted it serves as a starting point for creating a new trial state. After $N-2$ steps, defining one MC sweep, the entanglement of the current state is calculated ${ }^{3}$. After $M$ sweeps the algorithm stops and the average (2.35) is performed.

## Computational Effort

Let us now discuss the computational effort with respect to computation time. Given a MPS of form (2.30) we estimate the number of operations that have to be performed for the calculation of LE. At each step of the MC algorithm a trial state has to be computed. According to Eq. (2.33) this involves the multiplication of $N$ matrices $A_{i}^{s_{i}}$. Given that these matrices have a maximal dimension $D$, one has to perform $\mathcal{O}\left(N D^{3}\right)$ operations. This can be improved to $\mathcal{O}\left(\log _{2}(N) D^{3}\right)$ by taking into account that only a single spin has to be flipped for the calculation of the trial state. Note that this result refers to PBC. In the case of OBC the trace in Eq. (2.33) is replaced by a scalar product, meaning that the first and the last matrix represent vectors (see also [61]). This reduces the computational effort for the calculation of the trial state to $\mathcal{O}\left(N D^{2}\right)$ operations. For $M \mathrm{MC}$ sweeps we obtain in total $\mathcal{O}\left(M N \log _{2}(N) D^{3}\right)$ operations for PBC and $\mathcal{O}\left(M N^{2} D^{2}\right)$ operations for OBC. Exploiting single-spin flip dynamics in the case of OBC yields the computational effort of PBC. Hence, this is only favorably, if $N>\log _{2} N D$.

## Finding the optimal measurement basis

The definition of LE (2.15) requires an optimization over all possible measurement strategies. A good guess for the optimal basis can typically by found using exact diagonalization for small system sizes, followed by numerical maximization of the average entanglement. Alternatively, the optimal

[^2]basis can also be extracted directly from the MPS matrices $A_{i}$ in (2.33). Using a generalization of the concurrence for pure bipartite $D \times D$ states, it has been shown in [74] (for an open chain with $D$-dimensional spins at the ends), that the optimal basis is the same basis, that maximizes the expression $\sum_{s_{i}}\left|\operatorname{det}\left(A_{i}^{s_{i}}\right)\right|^{2 / D}[$ see Appendix B for details]. This result can be interpreted in the following way. We can consider the matrices $A_{i}$ as (unnormalized) pure $D \times D \times d$ states, for which we want to calculate the LE with respect to the $D \times D$ system. Since we measure only on a single site this problem is equivalent to calculating the EoA of the reduced ( $D^{2} \times D^{2}$ ) density matrix, which can easily be done numerically. In the special case of qubit bonds ( $D=2$ ) it can even be solved analytically (see [74] and Appendix B). Remember that this argumentation has been derived based on the generalized concurrence, which, unfortunately, is not always a good entanglement measure for $D>2$. The question arises whether it also holds for other entanglement measures, such as the entropy of entanglement. To this end we have computed numerically the LE of the tripartite states defined by the matrices $A_{i}$ for different entanglement measures and for different spin models. We find that the optimal basis for this problem indeed coincides with the one for our original problem, which we deduce from exact diagonalization of a small chain. As a further numerical result we find that the optimal basis appears to be independent of the system size. Hence, we find it most convenient to determine the optimal basis for small systems using exact diagonalization and then extrapolate the result to larger systems. Also, this approach turns out to be more reliable with respect to the occurrence of local maxima in the optimization problem.

Analytically, the determination of the optimal measurement strategy remains a hard problem. So far it has been proven that an extremal basis can be inferred from certain symmetries of the Hamiltonian, like parity symmetry [99]. It remains to be proven that this basis yields indeed the global maximum for LE. However, our numerical findings give strong indications that this connection holds.

Numerical Calculation of ground states based on the MPS formalism
It has been mentioned already that the DMRG method of White [98] for the calculation of many-body ground states yields a state in MPS form. This method is very well suited both for finite and infinite systems with OBC. Recently, it has been shown that it can be much more rewarding to work directly with the MPS representation. E.g. in $[100]$ it has been demonstrated that this variational approach yields much better results for
the computation of ground states in systems with PBC. Furthermore, it can applied to the simulation of time evolution of quantum states [101, 102] and the computation of excited states [103]. Using the picture of projected-entangled-pair states this approach can even be generalized to two and higher dimensions [44].

In the following we will propose an alternative numerical method for computing ground states in 1D systems with PBC. It is based on the following idea: We use the DMRG algorithm for an infinite chain to extract a siteindependent set of matrices $A^{s}$, defining a translationally invariant MPS (2.30) for infinite $N$. We then us the same set $A^{s}$ to construct a MPS with PBC for arbitrary $N$. It is obvious that this method is very efficient, particularly for large $N$, because we have to run the DMRG only once to obtain the MPS representation for any system size. One might expect that this increase in efficiency happens at the cost of precision. However, an optimum in accuracy on the part of the MPS is not crucial for the numerical calculation of the LE, since the limiting factor for the accuracy is typically the MC method.

We start out with briefly reviewing the variant of DMRG, represented by $B \bullet B$ [97], for an infinite 1D chain. At some particular step the chain is split into two blocks and one spin in between. The left block ( $L$ ) contains spins $1, \ldots, M-1$, and the right one ( $R$ ) spins $M+1, \ldots, N$. Then a set of $D \times D$ matrices $\tilde{A}^{s_{M}}$ is determined such that the state

$$
\begin{equation*}
|\Psi\rangle=\sum_{s=1}^{d} \sum_{\alpha, \beta=1}^{D} \tilde{A}_{\alpha, \beta}^{s_{n}}|\alpha\rangle_{L} \otimes|s\rangle_{M} \otimes|\beta\rangle_{R}, \tag{2.37}
\end{equation*}
$$

minimizes the energy. The states $|\alpha\rangle_{L, R}$ are orthonormal, and have been obtained in previous steps. They can be constructed using the recurrence relations

$$
\begin{equation*}
|\alpha\rangle_{L}=\sum_{\alpha^{\prime}=1}^{D} \sum_{s=1}^{d} U_{\alpha, \alpha^{\prime}}^{[M-1], s}|s\rangle_{M-1} \otimes\left|\alpha^{\prime}\right\rangle_{L^{\prime}} \tag{2.38}
\end{equation*}
$$

where the block $L^{\prime}$ contains the spins $1, \ldots, M-2$.
Numerically we find that the matrices $U^{[k], s}$ can be chosen in such a way that they converge to (site independent) matrices $U^{s}$ at the fix point of the DMRG algorithm. Applying an appropriate transformation $R$, these matrices $U^{s}$ can be used to construct a translationally invariant MPS (2.30) with $A^{s}=R U^{s} R^{-1}=R \tilde{A}^{s} R^{T} 4$

[^3]As a first test of our method we have calculated the energy per site of an infinite chain, using the translationally invariant MPS. We have confirmed that the result is as accurate as the one obtained directly from DMRG. We then applied it to construct ground states for finite chains with PBC and to compute ground state expectation values according to (2.31). Our numerical analysis of various 1D systems shows that both the energy and the twobody correlation functions can be computed rather accurately. The achieved accuracy is several orders of magnitude higher than finite size effects, but also several orders of magnitude lower compared to the variational method [100]. These findings hold for system sizes as low as $N \approx 10$. This is rather surprising, because the MPS is constructed from an infinite chain. We further checked that also the long range behavior of correlations and entanglement is reproduced correctly by our translationally invariant MPS.

To sum up, our numerical results indicate that translationally invariant states can be sufficiently well approximated by a single set of MPS matrices $A^{s}$ for almost arbitrary system size $N$. This observation, together with the findings in [74], might shed some light on our previous numerical finding that the optimal measurement basis for LE is typically both site-and sizeindependent.

### 2.5.2 Mixed states

Let us now consider the case of multipartite mixed states. Note that the definition of LE (2.15) already includes the possibility of having a mixed state $\rho$. This implies that the states $\rho_{\{s\}}=\langle\{s\}| \rho|\{s\}\rangle$ after the measurements are also mixed. Hence, we typically refer in the following to the LE as measured by the negativity: $L_{i j}^{N}$. Only in the special case of $\rho_{\{s\}}$ being a two qubit state, we resort to the concurrence and thus $L_{i j}^{C}$

## Numerical method

Our method for the numerical computation of LE in pure states can be generalized to mixed states in the following way. The key point is to find a representation of a mixed state in terms of low dimensional matrices $A_{k}$, analogous to the MPS (2.30). This problem has been considered recently in $[102,104]$. There the concept of MPS is generalized to matrix product density operators (MPDO), which are defined as

$$
\begin{array}{r}
\rho=\sum_{s_{1}, s_{1}^{\prime}, \ldots, s_{N}, s_{N}^{\prime}=1}^{d} \operatorname{Tr}\left(M_{1}^{s_{1}, s_{1}^{\prime}} \ldots M_{N}^{s_{N}, s_{N}^{\prime}}\right) \\
\times\left|s_{1}, \ldots, s_{N}\right\rangle\left\langle s_{1}^{\prime}, \ldots, s_{N}^{\prime}\right|, \tag{2.39}
\end{array}
$$

where $M_{k}^{s, s_{k}^{\prime}}$ are $D_{k}^{2} \times D_{k+1}^{2}$ matrices. They can be decomposed as

$$
\begin{equation*}
M_{k}^{s, s^{\prime}}=\sum_{a=1}^{d_{k}} A_{k}^{s, a} \otimes\left(A_{k}^{s^{\prime}, a}\right)^{*} . \tag{2.40}
\end{equation*}
$$

The state $\rho$ can be purified into a MPS by including ancilla states $\left\{\left|a_{k}\right\rangle\right\}$ of dimension $d_{k}$ :

$$
\begin{equation*}
|\Psi\rangle=\sum_{s_{1}, \ldots, s_{N}} \sum_{a_{1}, \ldots, a_{N}} \operatorname{Tr}\left(\prod_{k=1}^{N} A_{k}^{s_{k}, a_{k}}\right)\left|s_{1} a_{1}, \ldots, s_{N} a_{N}\right\rangle . \tag{2.41}
\end{equation*}
$$

This means that thermal states of the form $\rho \propto e^{-\beta H}=e^{-\beta / 2 H} \mathbb{1} e^{-\beta / 2 H}$ can be calculated by imaginary time evolution of the purification of the identity. At each time step the dimension of the matrices $A_{k}$ increases [105]. In [101, 102, 104] it is shown how to truncate the matrices to a maximal dimension $D$ in an optimal way. Note that this approach can also be used to simulate real time evolution given by a generic Master equation.

Once a mixed state of the form (2.39) has been found one can calculate the LE along the same lines as for pure states.

## Computational effort

The numerical computation of LE for mixed states is much more time consuming than for pure stats. The reason is that the matrices $M_{k}$ in (2.39) have dimension $D^{2} \times D^{2}$, compared to the $D \times D$ matrices $A_{k}$ for pure states. Note that the calculation of the trial state can be optimized by changing the order in the contraction of tensor indices. One can show that in the case of PBC the computation time is of the order $\mathcal{O}\left(M N \log _{2}(N) d D^{5}\right)$ and for OBC it scales as $\mathcal{O}\left(M N^{2} d D^{3}\right)$. Here, $d$ denotes the dimension of the physical spin. Typically, one has $\log _{2}(N) D^{2} \gg N$ and thus the choice of OBC is preferable. Note also that the algorithm for the calculation of thermal states using MPDO's is much faster with OBC than with PBC.

### 2.6 LE in spin-1/2 chains

In this section we apply the concept of LE to quantify the localizable ground state entanglement of various spin $1 / 2$ models. After some general considerations we compute the LE as measured by the concurrence $L_{i, j}^{C}$ numerically for two specific examples.

### 2.6.1 General considerations

We consider spin- $1 / 2$ Hamiltonians of the form

$$
\begin{equation*}
H=-\sum_{i, j} \sum_{\alpha=x, y, z} \gamma_{\alpha}^{i j} \sigma_{\alpha}^{i} \sigma_{\alpha}^{j}-\sum_{i} \gamma^{i} \sigma_{z}, \tag{2.42}
\end{equation*}
$$

with parity symmetry, $\left[H, \Pi_{z}\right]=0$ and $\Pi_{z}:=\otimes_{i=1}^{N} \sigma_{z}^{i}$. Extensive numerical calculations on systems of up to 20 qubits showed that our lower bound (2.25) is always close to the LE as measured by concurrence $L_{i, j}^{C}$, and typically is exactly equal to it: this is surprising and highlights the tightness of the given lower bound. Note also that whenever parity symmetry is present, the upper and lower bound can be specified as follows:

$$
\begin{align*}
\max \left(\left|Q_{x x}^{i j}\right|,\left|Q_{y y}^{i j}\right|,\left|Q_{z}^{i j}\right|\right) & \leq L_{i, j}^{C} \leq \frac{\sqrt{s_{+}^{i j}}+\sqrt{s_{-}^{i j}}}{2}  \tag{2.43}\\
s_{ \pm}^{i j}=\left(1 \pm\left\langle\sigma_{z}^{i} \sigma_{z}^{j}\right\rangle\right)^{2} & -\left(\left\langle\sigma_{z}^{i}\right\rangle \pm\left\langle\sigma_{z}^{j}\right\rangle\right)^{2}
\end{align*}
$$

The fact, that the lower bound is usually tight, can also be derived from the numerical observation that for Hamiltonians of the form (2.42) measurements in the (standard) $\sigma_{z}$-basis $(\mathcal{M}=\mathcal{Z})$ yield in most cases the optimal result. Expanding the ground state in that basis, $|\psi\rangle_{0}=\sum c_{i_{1} \ldots i_{N}}\left|i_{1} \ldots i_{N}\right\rangle$, it is straightforward to show that under certain assumptions for the coupling coefficients $\gamma_{x}$ and $\gamma_{y}$ the ground state energy is minimized if all expansion coefficients $c_{i_{1} \ldots i_{N}}$ have the same sign. This guarantees, together with the parity symmetry, that the average entanglement $L_{i, j}^{Z, C}$ for measurements in the standard basis is equal to either the $x-x$ or $y-y$ correlation. To be more precise we distinguish the following cases:

$$
\begin{array}{ll}
\left(\gamma_{x}^{i j}-\gamma_{y}^{i j}\right)\left(\gamma_{x}^{i j}+\gamma_{y}^{i j}\right) \geq 0: & L_{i, j}^{Z, C}=\left|\left\langle\sigma_{x}^{i} \sigma_{x}^{j}\right\rangle\right|, \\
\left(\gamma_{x}^{i j}-\gamma_{y}^{i j}\right)\left(\gamma_{x}^{i j}+\gamma_{y}^{i j}\right) \leq 0: & L_{i, j}^{Z, C}=\left|\left\langle\sigma_{y}^{i} \sigma_{y}^{j}\right\rangle\right|, \tag{2.44b}
\end{array}
$$

where the conditions refer to all sites $i$ and $j$ of the chain. Most of the prominent spin Hamiltonians studied in literature, like the Heisenberg, XY or XXZ model etc., trivially fulfill one of the conditions (2.44), because their coupling coefficients are site-independent. Hence, measurements in the standard basis would yield localizable quantum correlations that are completely determined by classical correlations.

### 2.6.2 Ising model

As an illustration, let us now discuss the LE of the Ising model in a transverse magnetic field $\left(\gamma_{\alpha}^{i j}=\lambda \delta_{\alpha, x} \delta_{j, i+1} ; \gamma^{i}=1\right.$ in (2.42)), which has been solved exactly [106] and exhibits a quantum phase transition at $\lambda=1$. In this case,
the maximal connected correlation function is always given by $Q_{x x x}^{i, j}$, which thus yields the best lower bound on LE. Numerical optimization for a finite chain indicates that the standard basis is indeed the optimal one and thus the lower bound is equal to $L_{i,}^{C}$. We checked analytically, using perturbation theory, that for an infinite chain this numerical result is indeed true. However, for a spin distance $n=|i-j|$ one has to go to $n$-th order perturbation theory, limiting this analytical treatment to rather small $n$.
Consequently, we can use exact results for the connected correlation function $Q_{x x}^{i, j}[106]$ to completely characterize the behavior of the LE in the Ising chain. According to (2.43) we can also compute the upper bound $A_{i, i+n}^{C}$ (2.21) exactly.


Figure 2.2: Localizable Entanglement $L_{i j}^{C}$ and Correlation function $Q_{x x}^{i j}$ (both solid) and upper bound (2.21) (dashed) as a function of the coupling parameter $\lambda$ for the infinite Ising chain with spin distance $n=1$ (left) and $n=10$ (right).

In Fig. 2.2 we plot the lower bound $Q_{x x}^{i, i+n}$ and the upper bound $A_{i, i+n}^{C}$ as a function of the coupling strength $\lambda$ for two different distances $n$. Both bounds are monotonously increasing functions of $\lambda$. The difference between them increases with increasing spin distance $n$. In the region $\lambda<1$ one finds that the upper bound saturates at a finite value for $n \rightarrow \infty$. The reason is that joint measurements can be understood as entanglement swapping that transfers nearest neighbor entanglement to arbitrary distances. For $\lambda>1$ the lower bound approaches $Q_{x x}^{2,2+n} \rightarrow\left(1-\lambda^{-2}\right)^{1 / 4}$ for large $n$, which implies a diverging entanglement length $\xi_{E}$. In the limit $\lambda \rightarrow \infty$ the ground state becomes a GHZ-state and the localizable entanglement is maximal. We further note that the first derivative with respect to $\lambda$ of both bounds (and


Figure 2.3: Localizable Entanglement $L_{i, i+4}^{C}$ (diamonds), lower bound $Q_{x x}^{i, i+4}$ (solid) and upper bound $A_{i, i+4}^{C}$ (dashed) as a function of the courpling parameter $\lambda$ for the ground state of the Ising chain with broken parity symmetry. Left: Parity symmetry is broken by a perturbing magnetic field in the $x$-direction of strength $h_{x}=10^{-3}$. Right: We mimic the behavior in the thermodynamic limit with a finite chain by taking a symmetric superposition of ground and first excited state for $\lambda \geq 1$. Numerics are based on exact diagonalization of a chain with $N=16$ spins and periodic boundary conditions. Measurements are performed in the $\sigma_{z}$-basis.
hence of LE) diverges at the quantum critical point $\lambda=1$ for an infinite chain. Following the analysis in [13], we can confirm that not only the concurrence exhibits finite size scaling behavior in the vicinity of the transition point, but also the localizable entanglement and the entanglement of assistance $A_{i, i+n}^{C}$.

We have also considered a more realistic setup, in which the parity symmetry of the Ising Hamiltonian is broken. This can be done, for instance, by including a perturbing magnetic field in the $x$ direction. Alternatively, we can define a new ground state for the region $\lambda>1$, by taking a symmetric superposition of the ground and first excited state. This is well justified for long chains $N \gg 1$, because the energy gap vanishes like $1 / N^{2}$ for $\lambda>1$ [107]. Numerically, we are however restricted to rather small systems $(N=16)$. Nevertheless we use this approach because it provides insight in the behavior in the thermodynamic limit. The results for the LE and its bounds are depicted in Fig. 2.3. We see that the entanglement is now maximal in the vicinity of the quantum critical point $\lambda=1$. Numerics confirm that the location of the maximum approaches the critical point when the chain length is increased ${ }^{5}$. In the thermodynamic limit and with the perturbing field going

[^4]to zero we again expect non-analytical behavior at the critical point.


Figure 2.4: Numerical calculation of $L_{i, i+n}^{C}$ (diamonds) for the ground state of the Ising chain in a transverse field ( $\gamma_{\alpha}^{23}=\lambda \delta_{\alpha, x} \delta_{j, i+1} ; \gamma^{i}=1$ in (2.42)) as a function of the spin distance $n$. For comparison we plot the exact result [106] for the correlation function $Q_{x x}^{i, i+n}$. Left: $\lambda=0.8$, exponential decrease; Right: critical point $\lambda=1$, power law decrease ( $\sim n^{-1 / 4}$ ); Numerical parameters (see Sect. IV): $N=80, D=16, \mathrm{MC}$ sweeps $M=20,000$.

Characteristic features of a quantum phase transition can also be found when studying the behavior of LE as a function of the spin distance for fixed $\lambda$. This is also a good opportunity to test the numerical method outlined in Sect. IV. In Fig. 2.4 we plot $L_{i, i+n}^{C}$ and $Q_{x x}^{i, i+n}$ as a function of the spin distance $n$ for a chain with $N=80$ sites. For $\lambda<1$, the LE decreases exponentially with $n$, and the entanglement length is finite. At the quantum critical point $\lambda=1$, the behavior of the LE changes drastically, because it suddenly decreases as a power law, $L_{i, i+n}^{C} \sim n^{-1 / 4}$, thus leading to a diverging entanglement length $\xi_{E}$. In Fig. 2.4 we observe that the MC method becomes less accurate at the critical point. As we will see later, one reason is that the statistical error due to entanglement fluctuations becomes rather large at the critical point (see Fig. 2.5). Another (systematic) error might be induced by the single-spin-flip dynamics used to create the trial state. Better results for the critical region could possibly be achieved by applying the Wolff algorithm [108]. Here, a cluster of spins depending on their spin orientation is flipped, which accounts for the formation of domains.

Let us now study whether characteristic features of a quantum phases transition can also be found in the entanglement fluctuations $\delta L_{i, i+n}^{C}(2.19)$. In Fig. 2.5 we plot $\delta L_{i, j}^{C}$ for different distances $n$ and chain lengths $N$ as


Figure 2.5: Exact calculation of entanglement fluctuations $\delta L_{i, i+n}^{C}$ (2.19) as a function of the coupling parameter $\lambda$ for a finite Ising chain in a transverse magnetic field with PBC. Left: distance $n=1, N=6$ (dashed), $N=12$ (dotted), $N=16$ (solid); Right: distance $n=4, N=9$ (dashed), $N=12$ (dotted), $N=16$ (solid).
a function of the coupling $\lambda$. The maximum of the fluctuations is always located in the vicinity of the critical point $\lambda=1$ and gets shifted to larger $\lambda$ values with increasing $N$. Thus the increasing entanglement fluctuations reflect very well the increasing complexity of the wavefunction close to the critical region. The location of the maximum $\lambda_{m}$ in the thermodynamic limit $(N \rightarrow \infty)$ apparently depends on the distance $n$ of the two spins. For nearest neighbors $(n=1)$ we observe that the maximum of $\delta L_{i, i+1}^{C}$ is somewhat shifted to the right of the critical point ( $\lambda_{m} \approx 1.025$ ). For all distances $n>1$, however, our numerical calculations show that the maximum is positioned at $\lambda<1$ but becomes asymptotically close to the critical point with increasing $n$ (for $n=4$ see Fig. 2.5). Furthermore, in Fig. 2.5 we see that the absolute value of the maximum increases with $n$ and becomes comparable with $L_{i j}^{C}$ itself ${ }^{6}$. The strong fluctuations inherent to the Ising model lead to large statistical errors in the numerical calculation of LE using Monte Carlo (see (2.35)). The errors become even more pronounced for the calculation of the fluctuations. This is the main reason, why we have restricted ourselves here to exact calculations for a small system with PBC. However, we confirmed that the data for $N=16$ represents the behavior in the large $N$ limit reasonably well and no qualitative changes occur.

[^5]
### 2.6.3 XXZ model

Let us now turn to the discussion of another exactly solvable 1D spin system, the so called XXZ model [109]. This model not only appears in condensed matter physics in the context of ferro- or antiferromagnetic materials. Recently it has been shown that it can also effectively describe the physics of ultra cold atoms in a deep optical lattice [36]. The Hamiltonian can be written as

$$
\begin{equation*}
H_{\mathrm{XXZ}}=-\sum_{i}\left[\sigma_{x}^{i} \sigma_{x}^{i+1}+\sigma_{y}^{i} \sigma_{y}^{i+1}+\Delta \sigma_{z}^{i} \sigma_{z}^{i+1}+\frac{h}{J} \sigma_{z}^{i}\right] \tag{2.45}
\end{equation*}
$$

where we have introduced two dimensionless parameters, which can be varied independently: the anisotropy $\Delta$ and the magnetic field $h / J$ in units of the exchange coupling. The phase diagram of the XXZ model as a function of these two parameters [109] is depicted in Fig. 2.6.


Figure 2.6: Schematic drawing of the phase diagram of the XXZ model (Eq. (2.45)) as a function of the anisotropy $\Delta$ and the magnetic field $h / J$ 109]. In regions A and C the ground state has an energy gap, whereas in region B the system becomes gapless (critical). Point E is the ferromagnetic XXX point and point D corresponds to the antiferromagnetic XXX point.

The XXZ model can be solved exactly using the Bethe ansatz [110]. Unfortunately analytical expressions for the correlation functions, which would yield lower bounds for LE, have only been worked out in special cases. E.g. for the antiferromagnetic XXX model in a magnetic field (line of constant $\Delta=-1$ in Fig. 2.6) analytical solutions for the correlations are summarized
in [79]. Numerics on a finite chain of up to 14 spins show that again measurements in the $\sigma_{z}$-basis appear to be optimal. Using the result (2.44a) this implies that $L_{i, i+n}^{C}=\left\langle\sigma_{x}^{i} \sigma_{x}^{i+n}\right\rangle$. Hence the bounds given in [79] are tight. In particular this means that the entanglement length is zero for $h / J>4$, and infinite for $h / J \leq 4$.

Let us now explore other regions of the phasediagram in more detail. In particular, we are interested in finding characteristic features in the LE at the quantum phase transitions indicated by the lines $a$ and $b$ in Fig. 2.6. For this purpose we calculate in the following the LE (for fixed $n$ ) numerically, using exact diagonalization, as a function of the two parameters $\Delta$ and $h / J$.

## LE as a function of the magnetic field $h / J$

In Fig. 2.7 we plot the nearest-neighbor entanglement $L_{i, i+1}^{C}$ and the lower bounds $Q_{x x}^{i, i+1}$ and $Q_{z z}^{i, i+1}$ as a function of the field $h / J$ for fixed $\Delta=0.5$. We find that $L_{i, i+n}^{C}=\left\langle\sigma_{x}^{i} \sigma_{x}^{i+n}\right\rangle$. This result follows from Eq. (2.44a) and our numerical observation, that the $\sigma_{z}$-basis appears to be optimal in the entire half space $\Delta \geq-1$. At the critical point the LE becomes zero, because the



Figure 2.7: Calculation of the localizable entanglement $L_{i, j n}^{C}$ (diamonds), the upper bound given by the EoA (2.21) (dashed) and the lower bounds $Q_{x x}^{i i+n}$ (solid) and $Q_{z z}^{i+n}$ (dotted) as a function of the field $h / J$ for the ground state of the XXZ model (2.45). The numerical calculation is performed using exact diagonalization of a chain with $N=16$ sites and PBC. The distance of the two spins is $n=4$ sites; Up: $\Delta=0.5$; Down: $\Delta=-2$;
ground state is given by a product state. Note that this phase transition (indicated by line $a$ in Fig. 2.6) is sharp even for finite systems, since it is due to level crossing [109].

We now investigate the region $\Delta<-1$, which contains a second quantum phase transition (indicated by line $b$ in Fig. 2.6). The dependence of the LE and its bounds on the magnetic field for fixed $\Delta=-2$ is depicted in Fig. 2.7. We again observe a sharp phase transition at $h / J \approx 6$, when the system enters the unentangled phase A (Fig. 2.6). At $h / J \approx 1.6$ the LE experiences a sudden drop-off. However, it remains to be checked, whether this step is due to finite size effects or a characteristic feature of a quantum phase transition. Note that for $h / J \lesssim 1.6$ we obtain that $L_{i, j}^{C}=Q_{z z}^{i j}$. This feature can be understood by considering the limiting case of zero field and $\Delta \rightarrow-\infty$. There, the Hamiltonian $H_{\mathrm{xxz}}$ commutes with the parity operator in $x$-direction, $\Pi_{x}=\bigotimes_{i=1}^{N} \sigma_{x}^{i}$, and the (doubly degenerate) ground state for even $N$ is given by $|\psi\rangle=1 / \sqrt{2}(|0101 \ldots 01\rangle \pm|1010 \ldots 10\rangle)$. After suitable projective measurements in the $x$-direction these states reduce to maximally entangled Bell states $\left|\Psi^{ \pm}\right\rangle=1 / \sqrt{2}(|01\rangle \pm|10\rangle)$. Hence in this limit $L_{i, j}^{C}=Q_{z z}^{i j} \rightarrow 1$ and the $\sigma_{x}$-basis turns out to be the optimal one. This line of reasoning strictly holds only in the limit $\Delta \rightarrow-\infty$, but can qualitatively be extended to the whole region C (Fig. 2.6).
For $h / J \gtrsim 1.6$ we find the interesting feature that the LE is not exactly equal to the maximum correlation function [Fig. 2.7]. Note also that in this region the maximum correlation function changes from $Q_{z z}^{i j}$ to $Q_{x x}^{i j}$. When approaching the critical point $h / J \approx 6$ the standard basis becomes close to optimal again and $L_{i, j}^{C} \approx Q_{x x}^{i j}$.
In the following we have a closer look on the phase transition between the regions B and C in Fig. 2.6.

## LE as a function of the anisotropy $\Delta$

We consider the case of zero magnetic field and study the LE as a function of $\Delta$ in the vicinity of the antiferromagnetic XXX point. At the critical point $\Delta=-1$ the ground state undergoes a Kosterlitz-Thouless [18] quantum phase transition. In Fig. 2.8 we have calculated numerically the localizable entanglement $L_{i, i+1}^{C}$ for nearest neighbors and the corresponding lower bounds $Q_{x x}^{i, i+1}$ and $Q_{z z}^{i, i+1}$.

One sees that $L_{i, i+1}^{C}$ is equal to the maximum correlation function. However, at the critical point the maximum correlation function changes, due to the crossing of $Q_{x x}^{i, i+1}$ and $Q_{z z}^{i, i+1}$, thus leading to a cusp in the LE. Hence the quantum phase transition is characterized by a discontinuity in the first derivative of $L_{i,+1}^{C}$. This result is remarkable, because for this KosterlitzThouless transtion the ground state energy (i.e nearest neighbor correlation functions) and all of its derivatives are continuous [111]. Also the concurrence of the reduced density matrix $\rho_{i, i+1}$ and its derivatives are continuous


Figure 2.8: Calculation of $L_{i, i+1}^{C}$ (diamonds) and the lower bounds $Q_{x x}^{i, i+1}$ (solid) and $Q_{z z}^{i, i+1}$ (dotted) as a function of the anisotropy $\Delta$ for the XXZ model (2.45) with zero field $h / J$. At the critical point $\Delta=-1$ the LE exhibits a cusp, in contrast to the monotonic behavior of the correlation functions. The calculation is performed using exact diagonalization and numerical optimization for a chain of length $N=10$ with periodic boundary conditions.
[112, 113], which is not very surprising, because the concurrence is a function of one-particle and two-particle correlation functions. We further note that, according to our numerical analysis the reason for the cusp in $L_{i, i+1}^{C}$ is that the optimal measurement basis changes at the critical point abruptly from the $\sigma_{z^{-}}$to the $\sigma_{x^{\prime}}$-basis.
So far this is a purely numerical finding for a finite dimensional system. However, given that the average entanglement can be maximized by applying the same unitary transformation on all spins, one can rigorously show that indeed a cusp in the LE must occur exactly at the critical point and independently of the size $N$. The argument goes as follows: At the antiferromagnetic XXX point the Hamiltonian (2.45) possesses $S U(2)$ symmetry. This means that any measurement basis yields the same LE. In particular, we know from (2.44a) that for measurements in the standard basis the LE is equal to the correlation function $Q_{x x}^{i, i+1}$. At the critical point we thus have: $L_{i, i+1}^{C}=Q_{z=}^{i, i+1}=Q_{x x}^{i, i+1}$. Since connected correlation functions yield a lower bound to $L_{i, i+1}^{C}$ (see Sect. III) the localizable entanglement $L_{i, i+1}^{C}$ must exhibit a cusp at the critical point, where $Q_{z z}^{i, i+1}$ and $Q_{x x}^{i, i+1}$ cross.

In summary our discussion of the LE in ground states of various spin-1/2 models has shown in which parameter regimes these systems can be used for e.g. localizing long-range entanglement as indicated by the entanglement
length. We have further seen that the study of LE provides a valuable tool for detecting and characterizing quantum phase transitions. To be more specific we find the following features in the LE at the quantum critical point: (i) divergence of the first (or second) derivative of LE with respect to the critical coupling parameter; (ii) divergence of the entanglement length; (iii) maximum of the entanglement fluctuations. In addition our numerical results indicate that the localizable ground state entanglement of spin- $1 / 2$ Hamiltonians with two-spin nearest neighbor interactions is typically very well described by the maximum correlation function. We will now see that this observation is not necessarily true for spin-1 systems.

### 2.7 LE in gapped spin-1 chains

We study the ground state entanglement of the (generalized) spin-1 antiferromagnetic Heisenberg chain:

$$
\begin{equation*}
H_{A F}=\sum_{i=1}^{N-1}\left[\vec{S}_{i} \cdot \vec{S}_{i+1}-\beta\left(\vec{S}_{i} \cdot \vec{S}_{i+1}\right)^{2}\right] \tag{2.46}
\end{equation*}
$$

which includes a biquadratic term. In a recent work [38] it has been demonstrated that quantum Hamiltonians of this kind can be implemented with ultra cold atoms trapped in an optical lattice potential.

### 2.7.1 General considerations

In the Haldane phase $(-1<\beta<1)$ and in the dimerized phase $(\beta>1)$ the energy spectrum of (2.46) is gapped. Thus both phases are characterized by a finite correlation length. The structure of the dimerized states indicates that the entanglement length in this phase is finite as well. In contrast, at the AKLT [78] point ( $\beta=-1 / 3$ ), which is in the Haldane phase, the entanglement length diverges [74]. This is one of the intriguing examples, which show that quantum correlations and classical correlations can exhibit completely different scaling behavior. In this context the question arises, whether the complete Haldane phase is characterized by a diverging entanglement length and thus could be clearly distinguished from the dimerized phase? To this end we will study the LE of a further prominent example in the Haldane phase, which exhibits the most natural spin interaction, namely the Heisenberg antiferromagnet ( AF ) $(\beta=0)$.

The spin- 1 Heisenberg AF is interesting also from a different point of view. It has been shown by Haldane [114] that in the case of half-integer
spins the spectrum of this model is gapless in the thermodynamic limit, and thus the correlation length of the ground state is infinite. For integer spins, however, an energy gap emerges, resulting in a finite correlation length. It is interesting to study whether a similar connection holds true for the LE and the corresponding entanglement length. In this context the lower bound (2.25) provides already some insight. The predicted infinite correlation length in spin- $1 / 2$ systems (with integer $\log _{2}(2 S+1$ )) automatically implies a diverging entanglement length. However, in the case of integer spins the correlation length is finite. Hence, the lower bound (2.26) for spin-1 systems leaves the possibility of an infinite entanglement length, which motivates the calculation of LE in this model.

### 2.7.2 Heisenberg Antiferromagnet

In the case of the spin- 1 Heisenberg AF we cannot resort to an analytical solution as for the AKLT, and thus have to rely on numerical methods.
We start our analysis by performing exact diagonalizations for an open chain of up to 10 sites. At the endpoints we couple to $S=1 / 2$ spins thus making sure that the system is in the singlet ground state. We are interested in the LE between the endpoints of the chain. Since the end spins are represented by qubits we can still refer to the LE as measured by the concurrence: $L_{1, N}^{C}$. Our numerical analysis shows that the optimal measurement basis is given by the same local unitary transformation:

$$
U=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
1 & 0 & 1  \tag{2.47}\\
0 & \sqrt{2} & 0 \\
-1 & 0 & 1
\end{array}\right],
$$

as for the AKLT. This strategy produces a maximally entangled state between the end spins $\left(L_{1, N}^{C}=1\right)$. This numerical finding has later been confirmed analytically by Venuti and Roncaglia [99] using symmetry considerations. This surprising result can be understood from the analytical study of the AKLT model in [74]. In a singlet valence bond picture measurements in the basis (2.47) can be interpreted as Bell measurements in the symmetric subspace of two (virtual) qubits, which leads to entanglement swapping.

Let us now investigate, whether this effect is just a numerical artifact due to the coupling to qubits at the endpoints ${ }^{7}$. For this purpose we apply our numerical method outlined earlier. The LE in its variant $L_{i j}^{E_{E}}$ (see (2.3))

[^6]is computed for a chain with PBC and a large number of sites $(N=80)$. We have chosen PBC in order to lift the degeneracy of the ground state


Figure 2.9: Calculation of $L_{i, i+n}^{E_{E}}$ (diamonds) for the ground state of the antiferromagnetic spin- 1 Heisenberg chain with $N=80$ sites as a function of the spin distance $n$. For comparison we plot the correlation function $Q_{x x}^{i, i+n}$ computed directly from the MPS (squares) and using Monte Carlo (circles) Numerical parameters: Dimension of MPS matrices $D=16$, MC sweeps $M=20,000$.
in the thermodynamic limit. In Fig. 2.9 we see that the LE saturates at a finite value $L_{i, i+n}^{E_{E}} \rightarrow 0.960 \pm 0.003$ for large $n$, whereas the correlations decrease exponentially. This demonstrates that the ground state of the antiferromagnetic spin-1 Heisenberg chain could be used to distribute EPR-like entanglement over arbitrary distances by performing local operations on the intermediate spins. As mentioned earlier this result might be particularly interesting in the context of quantum repeaters.
Let us now come back to Haldane's result for the Heisenberg AF stated in the beginning of this section. Our numerical study of the spin-1 case might give a first indication that, unlike the correlation length, the entanglement length is infinite for both half-integer and integer spins.

### 2.7.3 Connection of LE to hidden order and manybody correlation functions

At this point it is appropriate to comment on a possible connection between LE and many-body correlation functions, which might detect the presence of (hidden) long range order in the system. Our numerical results show that
the ground state of the spin-1 Heisenberg AF exhibits long range order in terms of the localizable entanglement, which is not reflected by two-body correlation functions. However, one can define a multi-particle correlation function, the so called string order correlation function [115], which detects this hidden order in the ground state. The string order correlation function has been argued to be of topological nature and is defined as

$$
\begin{equation*}
Q_{s o}^{i, i+n}=\left\langle S_{z}^{i}\left[\otimes_{k=i+1}^{i+n-1} R_{k}\right] \otimes S_{z}^{i+n}\right\rangle \tag{2.48}
\end{equation*}
$$

with $R_{k}=\exp \left(i \pi S_{z}^{k}\right)$. A non-vanishing string order parameter, $\xi_{s o}:=$ $\lim _{n \rightarrow \infty} Q_{s o}^{i, i+n}$, indicates the presence of long range (hidden) order. As an obvious generalization of the string order correlation function to arbitrary models, let us define a connected version in a variational way. Consider the set of all observables $\{\hat{O}\}$ with bounded spectrum $-\mathbb{1} \leq \hat{O} \leq \mathbb{1}$. We define the connected string order correlation function $Q_{c s o}^{i, i+n}$ (and the related parameter $\xi_{\text {cso }}$ ) for a given translational invariant state as

$$
\begin{equation*}
Q_{c s o}^{i, i+n}=\max _{-\mathbb{1} \leq \hat{O}_{1}, \hat{O}_{2} \leq \mathbb{1}}\left\langle\hat{O}_{1}^{i}\left[\otimes_{k=i+1}^{i+n-1} \hat{O}_{2}^{k}\right] \hat{O}_{1}^{i+n}\right\rangle_{c} . \tag{2.49}
\end{equation*}
$$

Here $\left\langle A_{1} A_{2} \ldots A_{n}\right\rangle_{c}$ denotes the connected n-point correlation function, which can be defined in a recursive way:

$$
\begin{align*}
\left\langle A_{1}\right\rangle & =\left\langle A_{1}\right\rangle_{c}  \tag{2.50}\\
\left\langle A_{1} A_{2}\right\rangle & =\left\langle A_{1}\right\rangle_{c}\left\langle A_{2}\right\rangle_{c}+\left\langle A_{1} A_{2}\right\rangle_{c},  \tag{2.51}\\
\left\langle A_{1} A_{2} A_{3}\right\rangle & =\left\langle A_{1}\right\rangle_{c}\left\langle A_{2}\right\rangle_{c}\left\langle A_{3}\right\rangle_{c}+\left\langle A_{1}\right\rangle_{c}\left\langle A_{2} A_{3}\right\rangle_{c}  \tag{2.52}\\
& +\left\langle A_{2}\right\rangle_{c}\left\langle A_{1} A_{3}\right\rangle_{c}+\left\langle A_{3}\right\rangle_{c}\left\langle A_{1} A_{2}\right\rangle_{c} \\
& +\left\langle A_{1} A_{2} A_{3}\right\rangle_{c}, \\
& \vdots
\end{align*}
$$

Note that the connected part assures that $Q_{c s o}^{i, i+n}$ measures a nonlocal correlation, and that the string order parameter of the AKLT-ground state is indeed recovered by this definition.

It has been verified numerically that $\xi_{s o}$ is finite for the ground state of the spin-1 Heisenberg AF. This fact can rigorously be proven for the related AKLT-ground state [78]. For this state it was further shown that the LE saturates as well with the spin distance $n$ [74]. Hence one might expect a connection between the existence of long range order in the entanglement and long range order indicated by the string order parameter. However, one can find examples for which this connection does not hold.
For instance, in [74] it has been shown that already an infinitesimal deformation of the AKLT model leads to an exponentially decreasing LE, whereas
$\xi_{\text {cso }}$ stays finite. On the other hand, ground states exist that exhibit a diverging entanglement length but vanishing $\xi_{c s o}$. A simple example can be found in the class of MPS (2.30) defined on qubits $(d=2)$ and with qubit bonds $(D=2)$. Note that all these MPS are guaranteed to be ground states of some local Hamiltonians. Furthermore, for MPS with qubit bonds the string order parameter and the LE can easily be computed analytically (see [74] and Appendix B). In particular, let us study the translationally invariant MPS defined by the matrices

$$
\begin{equation*}
A^{1}=\sigma_{z}+\sigma_{y} \quad A^{2}=\sigma_{z}-i \mathbb{1} \tag{2.53}
\end{equation*}
$$

The entanglement length can easily be proven to be infinite. A necessary condition for $\xi_{\text {cso }}$ to be nonzero is that there exists a unitary operator $\hat{O}_{2}$ for which the largest eigenvalue of $E_{\hat{O}_{2}}$ has the same magnitude as the maximal eigenvalue of $E_{\mathbb{1}}$ (Appendix $B$ ). For the example given, this is impossible, hence providing an example of a ground state with a diverging entanglement length but no long range hidden order.

This discussion shows that in general long range order in LE is not directly related to string-order. However, it is important to note that for real pure (qubit) states (e.g. ground states of real Hamiltonians) the LE as measured by the concurrence, $L_{i, j}^{C}$, can always be written as a complicated multi-partite correlation function (see also [99]). Out of an exponential number of possibilities LE determines the maximum correlation function, which, in addition, has a clear meaning in terms of an entanglement measure. In this sense the definition of LE determines the correlation function, which detects the sort of long range order, that is suitable for localization of entanglement.

### 2.7.4 AKLT model: Study of thermal state entanglement

Next we are interested in the entanglement properties of the Heisenberg AF at finite temperature. For numerical reasons we have to choose the AKLT model instead, because it can be approximated more efficiently in terms of MPS. We expect that our findings are also representative for the Heisenberg AF. In order to decrease computation time even further we are using OBC (see 2.5.2).

Let us first discuss the optimal measurement strategy for LE. We point out, that with OBC the ground state of the AKLT is four-fold degenerate ${ }^{8}$. Thus for $T \rightarrow 0$ the density matrix is an equal mixture of these four states,
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Figure 2.10: Calculation of the LE as given by $L_{i, i+n}^{N}$ for thermal states of the AKLT model as a function of the spin distance $n$ and for various temperatures $T$. We have chosen a chain with OBC and $N=50$ sites. We note that almost identical data can be obtained for $N=20$, indicating that our results are already close to the thermodynamic limit. The thermal states are computed numerically based on the MPS method [102] with maximum bond size $D=10$. For the computation of LE we perform $M=5,000$ Monte Carlo sweeps.
which strongly reduces the LE compared to e.g. the singlet ground state studied in [74]. On the other hand it is known that the degeneracy results only from the end spins of the chain. Thus, one can strongly reduce this boundary effect by choosing the two spins, $i$ and $i+n$, to be far away from the boundaries. For this situation we found that the optimal measurement scheme for LE is given by measurements in the $U$-basis (2.47) on the spins between sites $i$ and $i+n$, and in the standard basis everywhere else. This result is not very surprising in terms of the valence bond picture in [74]. Entanglement swapping is only needed between the two spins of interest, whereas the effect of the degeneracy can be minimized by measuring the outer spins in the standard basis. Using this strategy we plot in Fig. 2.10 the LE, as given by $L_{i, i+n}^{N}$, depending on the spin distance $n$ for various temperatures $T$. The temperatures are chosen to be of the order of the energy gap [116].

The data indicates an exponential increase of the entanglement length $\xi_{E} \sim e^{\alpha / T}$ with $\alpha \approx 0.8$, thus leading smoothly to an infinite entanglement length at zero temperature. This behavior is not unexpected for a 1D system
from the perspective of the Mermin-Wagner theorem [117]. However, it is not clear whether this theorem is really applicable to phase transitions in terms of LE. It is more inspiring to treat this problem on the basis of projected entangled-pair states [44]. In this picture a finite temperature phase transition for LE could possibly occur for two or more dimensions. We note that recently such a transition has been shown to exist for 3D cluster states [83]. Finally we would like to point out that, although the entanglement length of the AKLT model is finite for $T>0$, it can still be considerably large for sufficiently low temperatures $T \lesssim 0.2$. Thus for practical purposes this system might still be useful, e.g. for quantum repeater setups.

## Chapter 3

## Cooling of atoms in optical lattices

Ultra cold atoms stored in optical lattices can be controlled and manipulated with a very high degree of precision and flexibility. This places them among the most promising candidates for implementing quantum computations $[46,118,119,47,44]$ and quantum simulations of certain classes of quantum many-body systems $[33,34,35,36,37,38,39,40,41,42]$. Quantum simulation would allow us to understand physical properties of certain materials at low temperatures that so far have eluded a theoretical description or numerical simulation. However, both quantum simulation and quantum computation with this system face a crucial problem: the temperature in current experiments is too high. In this chapter we propose and analyze several methods to decrease the temperature of atoms in optical lattices and thus to reach the interesting regimes in quantum simulations, as well as to prepare defect-free registers for quantum computation.

So far, several experimental groups have been able to load bosonic or fermionic atoms in optical lattices and reach the strong interaction regime $[24,25,26,27,28,29,30,31,32]$. The analysis of experiments in the Tonks gas regime indicates a temperature of the order of the width of the lowest Bloch band [25], and for a Mott Insulator (MI) a temperature of the order of the on-site interaction energy has been reported [43, 26]. For fermions one observes temperatures of the order of the Fermi energy $[120,121,122]$. Those temperatures severely restrict the physical phenomena that can be observed and the quantum information tasks that can be carried out with these lattices.

One may think of several ways of cooling atoms in optical lattices. Since the process of loading atoms into the lattice may lead to additional heating [123] we focus here on methods that operate once the lattice potential
has been raised. For example, one may sympathetically cool the atoms in the lattice using a second Bose-Einstein condensate [35, 124]. A completely different approach is the filtering scheme of Rabl et al. [45]. It operates in the no-tunnelling regime, transferring atoms between optical lattices so as to create a configuration with one atom per site. Such a loading scheme can, however, originate holes due to imperfections in the original cloud. In this thesis we propose several cooling schemes, which overcome the limitations of filtering. The main results of this chapter can be summarized as follows:
(i) We discuss realistic values for temperature and entropy in current experimental setups.
(ii) We develop a fermionization procedure for the Bose-Hubbard model, which maps one species of interacting bosons into two species of non-interacting fermions. This approach is valid for a deep optical lattice and thermal states at low temperatures. It allows us to compute important observables, such as entropy or density, analytically.
(iii) We define appropriate figures of merit based on the entropy of thermal states in order to quantify the cooling performance of our schemes.
(iv) We analyze the cooling efficiency of the original filtering scheme [45] in the presence of a harmonic trap. We show that the residual defects (holes) are preferably located at the borders of the cloud and results in a considerable amount of entropy [64].
(v) In order to overcome the limitations of filtering we propose, analyze and compare novel cooling schemes which aim at cooling atoms to the ground state of a deep optical lattice. The first set of schemes uses discrete operations to make atoms in different sites interact, thus concentrating the entropy on some atoms which are then expelled from the lattice. Due to the similarity with quantum information processing, we term this kind of methods algorithmic cooling ${ }^{1}$. The second set of cooling methods combines filtering with either particle hopping or evaporative cooling techniques. We provide a complete analytical and numerical description of our protocols. Attainable temperatures are predicted to be low enough for practical purposes. We note that our cooling protocols do not require single site addressing and consider the residual harmonic confinement present in current experiments. Although we will be mostly analyzing their effects on bosonic atoms, they can also be trivially generalized to fermions.

[^8](vi) We design algorithmic protocols that very efficiently remove all residual defects after filtering, thus producing an ensemble of perfect registers for quantum computing [44]. We also propose how to create pointer atoms at the endpoints of these registers and show how these pointers can be used to tailor the register to a specific length.
(v) Since filtering is an important ingredient of all our protocols, we propose two new physical realizations of filtering. The first one is much faster than previous proposals $[45,125]$. The second one can be implemented rather easily and operates in a continuous way.

In Appendix D we present a detailed description of the numerical method that we use in order to simulate classically correlated many-body states.

### 3.1 Physical system

### 3.1.1 Bose-Hubbard model

We consider a gas of ultra-cold bosonic atoms which have been loaded into a three dimensional (3D) optical lattice. This lattice is created by six laser beams of wave vector $k=2 \pi / \lambda$ propagating along three orthogonal directions. If the laser light is off-resonant with any atomic transition, the AC Stark effect induces a periodic potential on the atoms of the form:

$$
\begin{equation*}
V(x, y, z)=V_{0 x} \sin ^{2}(2 k x)+V_{0 y} \sin ^{2}(2 k y)+V_{0 z} \sin ^{2}(2 k z) \tag{3.1}
\end{equation*}
$$

with a strength or "lattice depth" $V_{0}$ proportional to the dynamic atomic polarizability and the laser intensity. The Gaussian intensity profile of the laser beams creates an additional harmonic confinement, which is typically much stronger than any magnetic confinement [24].

In the following we will mostly be concerned with one-dimensional (1D) lattices. In other words we will assume that the lattice potential is so strong along two directions, $V_{0 y}, V_{0 z} \gg V_{0 x}$ that tunnelling is only allowed along the third one. We will also assume that the confinement along all directions is still much stronger than the atomic interaction strength. Under these conditions, the atoms can be described using a 1D single-band Bose-Hubbard model (BHM) [126], which for a lattice of length $L$ reads

$$
\begin{equation*}
H_{\mathrm{BH}}=\sum_{k=-L / 2}^{L / 2-1}\left[-J\left(a_{k}^{\dagger} a_{k+1}+h . c .\right)+\frac{U}{2} n_{k}\left(n_{k}-1\right)+b k^{2} n_{k}\right] \tag{3.2}
\end{equation*}
$$

The parameter $J$ denotes the hopping matrix element between two adjacent sites, $U$ is the on-site interaction energy between two atoms and the energy $b$
accounts for the strength of the harmonic confinement. Second quantization operators $a_{k}^{\dagger}$ and $a_{k}$ create and annihilate, respectively, a particle on site $k$, and $n_{k}=a_{k}^{\dagger} a_{k}$ is the occupation number operator. Since the tunnelling rate decreases exponentially with the trapping strength, $V_{0}$, while the on-site interaction $U$ remains almost constant [126], we have adopted this last value as the unit of energy for our work. By increasing the intensity of the lattice laser beams one can decrease the hopping rate $J$ until the interaction energy $U$ dominates the dynamics. At $U / z J \approx 5.8$, with $z$ being the number of nearest neighbors, the system undergoes a quantum phase transition from a superfluid (SF) to a Mott insulator (MI) [126]. This phenomenon was first observed by Greiner et al. [24] in 2002. In the SF regime particles are delocalized over all lattice sites. In 1D without harmonic trap the SF ground state reads:

$$
\begin{equation*}
\left|\psi_{0}\right\rangle_{\mathrm{SF}} \propto\left(\sum_{k=-L / 2}^{L / 2-1} a_{k}^{\dagger}\right)^{\otimes N}|0\rangle \tag{3.3}
\end{equation*}
$$

where $N$ is the particle number. In the MI regime particles are localized at individual lattice sites:

$$
\begin{equation*}
\left|\psi_{0}\right\rangle_{\mathrm{MI}} \propto \bigotimes_{k=-L / 2}^{L / 2-1}\left(a_{k}^{\dagger}\right)^{\nu}|0\rangle \tag{3.4}
\end{equation*}
$$

The parameter $\nu=N / L$ is called the filling factor of the lattice. For very shallow harmonic traps, negligible tunnelling $J / U \ll 1$ and $N<L$ the ground state is a MI with $\nu=1$, which is centered around the bottom of the trap. In the Fock basis this MI state can be written as:

$$
\begin{equation*}
\left|\psi_{0}\right\rangle_{\mathrm{MI}}=\left|0_{L / 2} \ldots 0_{-N / 2-1} 1_{-N / 2} \ldots 1_{N / 2-1} 0_{N / 2} \ldots 0_{L / 2-1}\right\rangle . \tag{3.5}
\end{equation*}
$$

This state will be the target ground state for all our cooling schemes.

### 3.1.2 Initial states

Throughout this chapter we will work with 1D thermal states in the grand canonical ensemble, which are characterized by two parameters: the temperature $k T=1 / \beta$ and the chemical potential $\mu$. We are particularly interested in the no-tunnelling limit ${ }^{2}, J \rightarrow 0$. In this limit the Hamiltonian (3.2) becomes diagonal in the Fock basis of independent lattice sites:
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Figure 3.1: Illustration of important energy scales for bosonic atoms in an optical lattice in the no-tumelling regime: on-site interaction energy $U$ chemical potential $\mu$, and harmonic confinement $V_{h o}=b k^{2}$. The character istic size of the atomic cloud is given by $k_{\mu}=\sqrt{\mu / b}$.
$\left\{\left|n_{-L / 2} \ldots n_{0} \ldots n_{L / 2-1}\right\rangle\right\}$ and the density matrix becomes a tensor product of thermal states for each lattice site,

$$
\begin{equation*}
\rho=\frac{1}{\Theta} e^{-\beta\left(H_{B H}-\mu N\right)}=\bigotimes_{k=-L / 2}^{L / 2-1} \rho_{k} . \tag{3.6}
\end{equation*}
$$

This simplifies calculations considerably and for instance the von-Neumann entropy can be written as the sum over single-site entropies

$$
\begin{equation*}
S(\rho)=\operatorname{tr}\left(\rho \log _{2} \rho\right)=\sum_{k} S\left(\rho_{k}\right) \tag{3.7}
\end{equation*}
$$

Let us now study thermal states of the form (3.6) in more detail. All relevant energy scales, which determine the structure of this state, are depicted in Fig. 3.1. Since we are interested in cooling it is of central importance to know the typical temperature (or entropy) and chemical potential (or particle number) in current experiments. The analysis of recent experiments in the Tonks gas regime [25] implies an entropy per particle $s:=S / N \approx 1$ 128]. For the MI regime a temperature on the order of the on-site interaction energy $U$ has been reported [43, 26]. We will now show that both findings are consistent with each other. First we note that the particle number in a 1D tube of a 3D lattice as in [24] typically ranges between $N=10$ and $N=130$, with an average value of about $N=65$. For a typical trap strength, $b=U / 370$, we have constructed a thermal state in the no-tunnelling regime which yields the expectation values $N=65$ and $s=1$. The resulting density distribution is depicted in Fig. 3.2a. The inverse temperature is given by


Figure 3.2: (a) Density distribution of two thermal states with equal Rényi entropy $S_{2} / N=0.82(S / N=1 \mathrm{in}$ MI phase) and equal particle number $N=65$. At hopping rate $J / U=0$ (solid) the temperature is given by $k T / U=0.32$ and at $J / U=0.16\left(V_{0}=5 E_{r}\right)$ (dashed) one obtains $k T / U=$ 0.46. The harmonic confinement is fixed at $U / b=370\left(V_{0}=22 E_{r}\right.$ in transverse direction). (b) The separation into two fermionic phases become clearly visible in the density profile of a thermal state at low temperatures Numerical parameters: $J=0, k T / U=0.072, \mu / U=1, U / b=800,(N=$ $65, s=0.5)$.
$\beta U=3.1$, which is in good agreement with the findings in $[43,26]$. Hence, it is reasonable to take a thermal state with $s=1$ as starting point for testing our cooling schemes later in this chapter.

We have seen that the typical inverse temperature in current experiments is $\beta U \gtrsim 1$. Since our cooling protocols lead to even lower temperatures, we will from now on focus on the low temperature regime, $\beta U \gg 1$. Moreover, we will only consider states with at most two particles per site, which puts the constraint $\mu \lesssim 2 U-1 / \beta$ on the chemical potential. Such a situation can either be achieved by choosing the harmonic trap shallow enough or by applying an appropriate filtering operation [45].

## Effective description in terms of fermions

Under the assumptions $e^{\beta U} \gg 1$ and $\mu-U / 2 \gtrsim b+1 /(2 \beta)$ we will now show that the density distribution of the initial state (3.6) can be separated into regions that are completely characterized by fermionic distribution functions of the form:

$$
\begin{equation*}
f_{k}(b, \beta, \mu)=\frac{1}{1+e^{\beta\left(b k^{2}-\mu\right)}} . \tag{3.8}
\end{equation*}
$$

To be more precise, we want to show the following two features:
(i) for sites at the borders of the density distribution, $b k^{2} \gg \mu-U / 2+$ $1 /(2 \beta)$, the mean occupation number is given by $\left\langle n_{k}\right\rangle \approx n_{\mathrm{I}}(k)$ with $n_{\mathrm{I}}(k):=$ $f_{k}(b, \beta, \mu)$.
(ii) In the center of the trap, $b k^{2} \ll \mu-U / 2-1 /(2 \beta)$, one has: $\left\langle n_{k}\right\rangle \approx 1+$ $n_{\text {II }}(k)$ with $n_{\text {II }}(k):=f_{k}\left(b, \beta, \mu_{\mathrm{II}}\right)$ and effective chemical potential $\mu_{\mathrm{II}}:=\mu-U$.

The argument goes as follows. Starting from the thermal state (3.6), with parameters $\beta, \mu$ and $b$, the grand canonical partition function for site $k$ is given by:

$$
\begin{equation*}
\Theta_{k}=1+a x_{k}+b x_{k}^{2}, \tag{3.9}
\end{equation*}
$$

with $x_{k}=e^{-\beta b k^{2}}, a=e^{\beta \mu}$ and $b=e^{\beta(2 \mu-U)}$. In this notation the probabilities $p_{k}^{n}$ of finding $n$ particles at site $k$ can be written as: $p_{k}^{0}=1 / \Theta_{k}, p_{k}^{1}=a x / \Theta_{k}$ and $p_{k}^{2}=b x^{2} / \Theta_{k}$. For analyzing these functions we split the lattice into a central region and two border regions. For lattice sites at the borders one finds $b x^{2} \ll 1$, $a x$, meaning that the probability for doubly occupied sites becomes negligible: $p_{k}^{2} \ll p_{k}^{0}, p_{k}^{1}$. The average occupation is thus given by $\left\langle n_{k}\right\rangle \approx p_{k}^{1}$, with

$$
\begin{equation*}
p_{k}^{1} \approx \frac{a x}{1+a x}=\frac{1}{1+e^{\beta\left(b k^{2}-\mu\right)}} . \tag{3.10}
\end{equation*}
$$

In the crossover region, $b k^{2} \approx \mu-U / 2$, one obtains a MI phase $\left(p_{k}^{0}, p_{k}^{2} \ll p_{k}^{1} \approx\right.$ 1). In the center of the trap one finds a negligible probability for empty sites: $p_{k}^{0} \ll p_{k}^{1}, p_{k}^{2}$, since $a x, b x^{2} \gg 1$. The average population at site $k$ becomes $\left\langle n_{k}\right\rangle=p_{k}^{1}+2 p_{k}^{2} \approx 1+p_{k}^{2}$, where

$$
\begin{equation*}
p_{k}^{2} \approx \frac{b x^{2}}{a x+b x^{2}}=\frac{1}{1+e^{\beta\left(b k^{2}-(\mu-U)\right)}} \tag{3.11}
\end{equation*}
$$

This is identical to the fermionic distribution (3.8) with effective chemical potential $\mu-U$. Hence the density distribution in this lattice region can be interpreted as a thermal distribution of hard-core bosons sitting on top of a MI phase with unit filling. Note that this central MI phase is well reproduced by the function $n_{\mathrm{I}}(k)$, which originally has been derived for the border region. As a consequence, the density distribution for the whole lattice can be put in the simple form: $\left\langle n_{k}\right\rangle \approx n_{\mathrm{I}}(k)+n_{\mathrm{II}}(k)$, which corresponds to two fermionic phases I and II, sitting on top of each other [Fig. 3.2b].

The initial density profile can be further characterized by two distinctive points. At sites $\pm k_{\mu}:= \pm \sqrt{\mu / b}$, which correspond to the Fermi levels of phase I, one obtains $\left\langle n_{ \pm k_{\mu}}\right\rangle=1 / 2$. Hence, $k_{\mu}$ determines the radius of the atomic cloud. Note also that in the case $\mu \approx U$ singly occupied sites around the Fermi levels become degenerate with doubly occupied sites at the center


Figure 3.3: Effective description of thermal states in the no-tunnelling limit in terms of independent fermions occupying two energy bands. The dispersion relations are $\varepsilon_{\mathrm{I}}=b k^{2}$ and $\varepsilon_{\mathrm{II}}=b k^{2}+U$, where $k$ denotes the lattice site and $U$ is the interaction energy. Increasing the harmonic trap strength from $b$ to $b^{\prime}$ increases the chemical potential to $\mu^{\prime}$ so that the population of the upper band becomes energetically favorable. In the bosonic picture this process corresponds to the formation of doubly occupied sites.
of the trap. At the central site $(k=0)$ one finds an average occupation:

$$
\begin{equation*}
\left\langle n_{0}\right\rangle=1+\frac{1}{1+e^{\beta(U-\mu)}} . \tag{3.12}
\end{equation*}
$$

For instance, the value $\left\langle n_{0}\right\rangle=3 / 2$ fixes the chemical potential to be $\mu=U$.
So far we have analyzed the density profile of thermal states and found that it can be well characterized in terms of two species of independent fermions. In Appendix C we derive this fermionic description more rigorously starting directly from the Bose-Hubbard Hamiltonian (3.2). We find that the dynamics at finite $J$ is governed by the effective Hamiltonian:

$$
\begin{align*}
\tilde{H} & =-J \sum_{k}\left(c_{k}^{\dagger} c_{k+1}+\sqrt{2} c_{k}^{\dagger} d_{k+1}+2 d_{k}^{\dagger} d_{k+1}+\text { H. c. }\right) \\
& +\sum_{k}\left[b k^{2} c_{k}^{\dagger} c_{k}+\left(b k^{2}+U\right) d_{k}^{\dagger} d_{k}\right] . \tag{3.13}
\end{align*}
$$

Here, the fermionic operators $c_{k}$ refer to energy band I with dispersion relation $\varepsilon_{\mathrm{I}}=b k^{2}$ and operators $d_{k}$ to band II with $\varepsilon_{\text {II }}=b k^{2}+U$ [Fig. 3.3] This effective description in terms of independent fermions is self-consistent as long as the probability of finding a particle-hole pair is negligible, i.e $\left\langle c_{k} c_{k}^{\dagger} d_{k}^{\dagger} d_{k}\right\rangle \approx 0$. We have shown above that for thermal states at lowtemperatures and for negligible tunnelling this is indeed fulfilled. The validity
of the fermionization for a non-zero tunnelling rate is studied in Fig. 3.4. Tolerating an error of roughly $1 \%$ we find that the model is self-consistent up to $J / U \lesssim 0.2$.


Figure 3.4: Range of validity of the two-species independent fermion model (3.13). For thermal states at $\beta U=10$ we plot the error $\varepsilon=\sum_{k}\left\langle c_{k} c_{k}^{\dagger} d_{k}^{\dagger} d_{k}\right\rangle / N$ as a function of the hopping rate $J$ for fixed harmonic $\operatorname{trap} U / b=625$ and $\mu / U=1$.

## Numerical computation of thermal states

We have just seen that the effective description in terms of independent fermions fails at large hopping rates. In this regime we resort to a multiparticle description and compute 1D thermal states numerically based on the MPS method proposed in [102]. As an application we can, for instance, estimate how the temperature of a 1D tube changes when passing from the MI to the SF regime. Assuming that the process is thermodynamically adiabatic one obtains the new temperature with the following procedure. We tune the parameters of a thermal state in the SF regime until the expectation values for the entropy and particle number match the corresponding values of the initial thermal state in the MI regime. Let us now consider a realistic example. Starting from a thermal state in the no-tunnelling regime with $s=1$ and $N=65$ we have to tune the temperature to $k T=0.46 \mathrm{U}=2.9 \mathrm{~J}$ at $J / U=0.16\left(V_{0}=5 E_{r}\right)$ in order to leave $s$ and $N$ unchanged [Fig. 3.2a]. Hence, in the SF regime one faces a substantial temperature of the order of the width of the lowest Bloch band. Note, however, that this is only a lower bound to the true temperature, because our approach does not include any sort of heating processes induced by the adiabatic evolution.

### 3.1.3 Entropy as figure of merit

We will show below that algorithmic protocols are suited both for ground state cooling and the initialization of quantum registers. The goal in both cases is to create a pure state under the constraint of keeping a large number of particles. Given the fact that our protocols converge to the desired family of states, we can measure the performance of the protocol by computing the mixedness of the state. This mixedness can in turn be quantified using the von-Neumann entropy $S(3.7)$. In some cases, such as for finite hopping $J$ we will not be able to compute the von-Neumann entropy efficiently. We will then refer to the Rényi entropy

$$
\begin{equation*}
S_{2}=-\log _{2}\left(\operatorname{tr} \rho^{2}\right), \tag{3.14}
\end{equation*}
$$

which is a lower bound $S_{2} \leq S$ and can be evaluated using MPS [Appendix D].

In order to assess the efficiency of a protocol in achieving our objectives we define two figures of merit: (i) The ratio of the entropies per particle after and before invoking the protocol, $s_{f} / s_{i}$, quantifies the amount of cooling. (ii) The ratio of the final and initial number of particles, $N_{f} / N_{i}$, quantifies the particle loss induced by the protocol.

Note that these figures of merit can sometimes be misleading and should therefore be applied with care. In the case of ground state cooling the entropy is only a good figure of merit if the state of the system after the cooling protocol, $\rho_{f}$, is close to thermal equilibrium. If this is not fulfilled, we compute an effective thermal state, $\rho_{f} \rightarrow \rho_{\text {eff }}$, with the same number of particles, $N$, and energy, $E$. This is performed numerically by tuning the chemical potential and temperature of a thermal state $\rho_{\text {eff }}$ until the expectation values for particle number and energy coincide with the ones of the original state $\rho_{f}$. This procedure can be implemented rather easily in the no-tunnelling regime, in which the density matrix factorizes (3.6). Our figures of merit can then be computed from $\rho_{\text {eff }}$. Given that our system can somehow thermalize, these approach will indeed reflect the properties of our final state. Finally, it is important to point out, that other variables, like energy or temperature, are not very well suited as figures of merit, because they depend crucially on external system parameters like the trap strength.

Let us also note that in the case of quantum registers it can be erroneous to assume that a finite value of the final entropy implies the existence of defects. For example, we will propose a protocol below that generates a state which is an incoherent superposition of defect-free quantum registers with varying length and position. This state has some residual entropy but it is nevertheless perfect for quantum information processing.

### 3.1.4 Basic operations

All our cooling protocols rely on a set of translationally invariant quantum operations that can be realized in current experiments with optical lattices. They require at most three internal states of the atoms, which will be denoted by $|a\rangle,|b\rangle$ and $|c\rangle$. The operations are:
(i) Particle transfer: Depending on the occupation numbers, an integer number of particles is transferred coherently between internal states $|a\rangle$ and $|b\rangle$. This process can be described by the unitary operation

$$
\begin{equation*}
U_{m, n}^{m+x, n-x}:|m, n\rangle \leftrightarrow|m+x, n-x\rangle, \tag{3.15}
\end{equation*}
$$

where $x$ is an integer and $|m, n\rangle$ are Fock states with $m$ and $n$ atoms in internal states $|a\rangle$ and $|b\rangle$, respectively. Note that for this unitary operator it holds $U_{m, n}^{m+x, n-x}=U_{m+x, n-x}^{m, n}$. Certain operations, like $U_{2,0}^{0,2}$ or $U_{1,0}^{0,1}$, have already been demonstrated experimentally in an entanglement interferometer [129]. We will also consider generalizations of (3.15) that involve three internal levels. For instance, the operation $U_{1,1,0}^{0,0,2}$ transfers two particles to the formerly empty level $|c\rangle$, given that levels $|a\rangle$ and $|b\rangle$ are both singly occupied.
(ii) Lattice shifts: We denote by $S_{x}$ the operations which shift the $|b\rangle$ lattice $x$ steps to the right. For example, $S_{-1}$ transforms the state $\otimes_{k}\left|m_{k}, n_{k}\right\rangle_{k}$ into $\otimes_{k}\left|m_{k}, n_{k+1}\right\rangle_{k}$. This operation can be realized in state-dependent lattices by adjusting the intensity and polarization of the laser beams [46, 118, 119, 47, 130].
(iii) Merging and splitting of lattice sites: Making use of superlattices [131] one can either merge adjacent lattice wells or split a single site into a pair of two sites.
(iv) Emptying sites: All atoms in internal state $|b\rangle$ are removed from the system. We denote this operation by $E_{b}$. It transforms the state $\otimes_{k}\left|m_{k}, n_{k}\right\rangle_{k}$ into $\otimes_{k}\left|m_{k}, 0\right\rangle_{k}$. Experimentally, this can be achieved either by switching off the lattice potential acting on $|b\rangle$ or by coupling this state resonantly to an untrapped state.
(v) Filtering: This means particle transfer operations of the form $U_{m, 0}^{M, m-M}$ followed by $E_{b}$, for all $m>M$. After tracing out the subsystem $|b\rangle$, the filter operation is described by a completely positive map acting solely on atoms in state $|a\rangle$ :
$F_{M}[\rho]: \sum_{n, m} \rho_{n, m}|n\rangle\langle m| \rightarrow \sum_{n, m \leq M} \rho_{n, m}|n\rangle\langle m|+\sum_{n>M} \rho_{n, n}|M\rangle\langle M| . \quad$ (3.16)
The first proposal for a coherent implementation of the operation $F_{1}$ [Fig. 3.5] appeared in Ref. [45]. More recently, a scheme based on resonant control of interaction driven spin oscillations has been put forward [125].
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Figure 3.5: Illustration of the filtering operation $F_{1}$ which aims at producing a uniform filling of one atom per site. Defects arising from holes cannot be corrected.

### 3.2 Filtering

We now study the filtering operation $F_{1}$ in Eq. (3.16) in more detail. This operation is especially relevant for cooling because it produces a state close to the ground state of the MI regime. Thus, it can serve as a benchmark which has to be beaten by alternative cooling schemes. In this section we provide a theoretical analysis of filtering and discuss the conditions to reach optimal cooling efficiency. We then propose two physical realizations of filtering.

### 3.2.1 Theory

In Fig. 3.6 we have depicted the particle and entropy distributions before and after the filtering operation $F_{1}$. One observes that a nearly perfect MI phase with filling factor $\nu=1$ is created in the center of the trap. Defects in this phase are due to the presence of holes and concentrate at the borders of the trap. This behavior is reminiscent of fermions, for which excitations can only be created within an energy range of order $k T$ around the Fermi level. This numerical observation can easily be understood within our previous analysis of the initial state [Sect. 3.1.2]. Filtering removes phase II, which is due to doubly occupied sites, and leaves the fermionic phase I unaffected [Fig. 3.6a]

The fermionic picture allows us to to find a simple estimate for the amount of entropy that remains after filtering. From the density of states in band I, $g(E)=1 / \sqrt{b E}$, one immediately obtains that the number of states (lattice sites), which lie within an energy range of $2 k T$ around the chemical potential $\mu$, is given by:

$$
\begin{equation*}
\Delta=\frac{2}{\beta \sqrt{b \mu}} \tag{3.17}
\end{equation*}
$$

This parameter is characteristic for the tail width of the density distribution [Fig. 3.6] and will in the following be central for the analysis of our protocols. Since the final entropy must be localized at these sites we expect that $S_{f} \approx \Delta$. Let us now study the cooling efficiency of $F_{1}$ more rigorously. Relying again on the fermionic description this means we have to compute the entropy $S$


Figure 3.6: Spatial dependence of the mean occupation number $\langle n\rangle$ and entropy $S$ before (left) and after (right) the application of the filter operation $F_{1}$. The final particle distribution can be well described by Eq. (3.8) (dashed line). Numerical parameters for initial state: $N_{i}=65, s_{i}=1, U / b=700$, $\beta U=4.5$ and $\mu / U=1$. Figures of merit: $s_{f} / s_{i}=0.56$ and $N_{f} / N_{i}=0.80$.
and the particle number $N$ corresponding to the bands I and II [Fig. 3.3]. The entropy of a fermionic distribution of the form (3.8) is given by:

$$
\begin{align*}
S_{F}(b, \beta, z) & =\frac{1}{\sqrt{\beta b}}\left[\sigma(z)+\frac{\sqrt{\pi}}{2 \ln 2}\left(2 \ln z \mathrm{Li}_{1 / 2}(-z)\right.\right. \\
& \left.\left.-\mathrm{Li}_{3 / 2}(-z)\right)\right] \tag{3.18}
\end{align*}
$$

with fugacity $z=e^{\beta \mu}$ and $\operatorname{Li}_{n}(x)$ denoting the polylogorithm functions. The function $\sigma(z)$ is defined as the integral

$$
\begin{equation*}
\sigma(z):=\int_{-\infty}^{\infty} d x \log _{2}\left(1+z e^{-x^{2}}\right) . \tag{3.19}
\end{equation*}
$$

For phase I one can find a simpler expression for the entropy (3.18) by expansion around the Fermi level $k=k_{\mu}+d k$. Note that the range of validity, $|d k| \ll 1 / \sqrt{\beta b}$, of this approximation covers all lattice sites that give a significant contribution to the total entropy. This yields the following relations for the entropy and particle number in band I:

$$
\begin{equation*}
S_{\mathrm{I}} \approx \sigma_{\mathrm{I}} \frac{2}{\beta \sqrt{b \mu}}, \quad N_{\mathrm{I}} \approx \bar{N} \tag{3.20}
\end{equation*}
$$

with $\sigma_{\mathrm{I}}:=\pi^{2} /(6 \ln 2)$ and

$$
\begin{equation*}
\bar{N}=2 \sqrt{\frac{\mu}{b}} \tag{3.21}
\end{equation*}
$$

Here we have defined the new parameter $\bar{N}$, because it will become important in assessing the performance of the protocols presented in the remainder of this chapter. In contrast to the lower band, phase II typically does not exhibit an extended Fermi sea. Hence a Sommerfeld-type expansion around the Fermi level is not justified and one obtains only the general formulas:

$$
\begin{equation*}
S_{\mathrm{II}}=S_{F}\left(b, \beta, z_{\mathrm{II}}\right), \quad N_{\mathrm{II}}=-\sqrt{\frac{\pi}{\beta b}} \mathrm{Li}_{1 / 2}\left(z_{\mathrm{II}}\right) \tag{3.22}
\end{equation*}
$$

with $z_{\text {II }}=e^{\beta \mu_{\mathrm{II}}}$. In the special case $\mu=U$ one can simplify the above expressions to:

$$
\begin{equation*}
S_{\mathrm{II}} \approx \sigma_{\mathrm{II}} \frac{1}{\sqrt{\beta b}}, \quad N_{\mathrm{II}} \approx \eta_{\mathrm{II}} \frac{1}{\sqrt{\beta b}} \tag{3.23}
\end{equation*}
$$

with numerical coefficients $\sigma_{\mathrm{II}} \approx 2.935$ and $\eta_{\mathrm{II}}=(1-\sqrt{2}) \sqrt{\pi} \zeta(1 / 2) \approx 1.063$.
Based on these findings we can now give a quantitative interpretation of Fig. 3.6. The initial entropy is composed of two components: $S_{i}=S_{\mathrm{I}}+S_{\mathrm{II}}$. Filtering removes the contribution $S_{\text {II }}$, which arises from the coexistence of singly and doubly occupied sites. The final entropy is thus given by $S_{f}=S_{\mathrm{I}}$. This residual entropy is localized around the Fermi levels $-k_{\mu}$ and $k_{\mu}$ within a region of width $\Delta=\bar{N} /(\beta \mu)$ and amounts to $S_{f}=\sigma_{\mathrm{I}} \Delta$. For the initial and final particle numbers one has the corresponding relations: $N_{i}=N_{\text {I }}+N_{\text {II }}$ and $N_{f}=N_{\mathrm{I}}$. Hence, the final entropy per particle can be written as:

$$
\begin{equation*}
s_{f}=\frac{S_{f}}{N_{f}} \approx \sigma_{\mathrm{I}} \frac{1}{\beta \mu} . \tag{3.24}
\end{equation*}
$$

For the special choice $\mu=U$ (or equivalently $\left\langle n_{0}\right\rangle=1.5$ ) one finds the following expressions for our figures of merit:

$$
\begin{align*}
\frac{s_{f}}{s_{i}} & \approx \frac{\sigma_{\mathrm{I}}}{\sqrt{\beta U}} \frac{\eta_{\mathrm{II}}+2 \sqrt{\beta U}}{\sigma_{\mathrm{II}} \sqrt{\beta U}+2 \sigma_{\mathrm{I}}}  \tag{3.25}\\
\frac{N_{f}}{N_{i}} & \approx \frac{1}{1+\frac{\eta_{\mathrm{II}}}{2 \sqrt{\beta U}}} \tag{3.26}
\end{align*}
$$

This result shows that filtering becomes more efficient with decreasing temperature, since $s_{f} / s_{i} \propto 1 / \sqrt{\beta U} \rightarrow 0$ and $N_{f} / N_{i} \rightarrow 1$ for $\beta U \rightarrow \infty$.

It is important to note that the state after filtering is not an equilibrium state, because it would be energetically favorable to doubly occupy sites in
the center of the trap rather than singly occupy sites in the distant border regions. However, thermal equilibrium can easily be restored by adapting the trap strength. While tunnelling is still suppressed, one has to decrease the strength of the harmonic confinement to a new value $b^{\prime}$, with $b^{\prime} \leq b U /(2 \mu)$. The system is then in the equilibrium configuration $f_{k}\left(b^{\prime}, \beta^{\prime}, \mu^{\prime}\right)(3.8)$ with rescaled parameters $T^{\prime}=T b^{\prime} / b$ and $\mu^{\prime}=\mu b^{\prime} / b \leq U / 2$. This observation shows that it is misleading to infer the cooling efficiency solely from the ratio $T^{\prime} / T$, because it depends crucially on the choice of $b^{\prime}$.

### 3.2.2 Optimal initial conditions

Let us now study how the cooling efficiency of filtering depends on the initial state variables $b, \beta$ and $\mu$. Since the initial temperature is dictated by the experimental setup, we consider only the trap strength $b$ and the chemical potential $\mu$ (which can be varied via the particle number $N$ ) as free parameters. Since our figures of merit are computed per particle we expect a weak dependence on $N$ and therefore focus on the $b$ dependence. This can be studied in terms of the mean central occupation number $\left\langle n_{0}\right\rangle$. For instance, in the special case $\left\langle n_{0}\right\rangle=1.5$, we have obtained the analytical expression (3.25) for the ratio $s_{f} / s_{i}$, which exhibits a strong temperature dependence. In contrast, for $\left\langle n_{0}\right\rangle=2$ one finds that the cooling efficiency becomes independent of the temperature: $s_{f} / s_{i} \approx 1 / \sqrt{3}$ for $\beta U \gg 1$. This can be understood from the presence of a $\nu=2 \mathrm{MI}$ phase in the center of the trap, which does not contain entropy. In the opposite regime $\left\langle n_{0}\right\rangle=1$ the protocol has no cooling effect at all.

For general $\left\langle n_{0}\right\rangle$, we have computed the figures of merit numerically exact [Fig. 3.7]. One observes that for initial entropies $s_{i} \lesssim 1 \mathrm{a}$ central filling $\left\langle n_{0}\right\rangle \approx 1.5$ is always close to optimal. A special situation arises when we approach zero temperature. As shown in Fig. 3.7d, the quantity $s_{f} / s_{i}$ changes first periodically when decreasing the trap strength $b / U$. In this regime an additional MI phase with $\nu=2$ is present in the center of the trap and the splitting of the entropy between the lower and upper fermionic band is very sensitive to variations of the harmonic confinement. In particular, one can find trap strengths (e.g. $U / b \approx 2000$ in Fig. 3.7d) at which the final entropy approaches zero and only a comparatively small number of particles is lost ( $N_{f} / N_{i}=0.9$ ). For shallower traps the $\nu=2$ MI phase starts to collapse. In this regime it becomes very difficult to find proper thermal states which match the initial conditions in terms of entropy and particle number. Finally, the central occupation approaches one and the cooling protocol leaves the initial state unchanged.

It is also interesting to study the efficiency of filtering when acting on the


Figure 3.7: Cooling efficiency of the filtering operation $F_{1}$ for fixed initial entropy $s_{i}$ and particle number $N_{i}$ as a function of the harmonic trap strength. We parameterize the trap strength by either the mean central occupation number $\left\langle n_{0}\right\rangle$ or the inverse trap strength $U / b$. We plot th figures of merit $s_{f} / s_{i}$ (solid), $N_{f} / N_{i}$ (dashed) and the weighted quantity $\left(s_{f} N_{i}\right) /\left(s_{i} N_{f}\right)$ (dotted). The initial parameters are $N_{i}=100$ and (a) $\left(s_{f} N_{i}\right) /\left(s_{i} N_{f}\right)$ (dotted). The ind (d) $s_{i}=0.05$.
$s_{i}=1.5$, (b) $s_{i}=1$, (c) $s_{i}=0.5$ and
full 3D lattice. In this case only a small subset of 1D tubes will satisfy the optimal initial conditions. Using the parameters of Sect. $3.1\left(s_{i}=1\right.$ and $N=210^{5}$ ) we obtain that $s_{f} / s_{i}=0.78$ and $N_{f} / N_{i}=0.62$ for a typical trap strength $b=U / 370$ as in the setup [24]. The relatively large particle loss results from the high densities in the center of the trap. This is also the main reason why the protocol performs worse compared to a 1D tube with $s_{i}=1$ as shown in Fig. 3.7b.

### 3.2.3 Experimental realization of ultra-fast filtering

We now propose an ultra-fast, coherent implementation of filtering, which is based on optimal laser control. We restrict our discussion to the filtering operation $F_{1}$ which is the most relevant for our upcoming cooling protocols. We consider atoms in a particular internal level, $|a\rangle$, which are coupled to a second internal level, $|b\rangle$, via a Raman transition with Rabi frequency $\Omega(t)$. In contrast to the adiabatic scheme [45] we consider constant detuning, but
vary $\Omega(t)$ in time. The Hamiltonian for a single lattice site reads

$$
\begin{align*}
\hat{H}= & \frac{U_{a}}{2} \hat{n}_{a}\left(\hat{n}_{a}-1\right)+U_{a b} \hat{n}_{a} \hat{n}_{b}+\frac{U_{b}}{2} \hat{n}_{b}\left(\hat{n}_{b}-1\right) \\
& -\left(\Omega(t) \hat{a}^{\dagger} \hat{b}+\Omega^{*}(t) \hat{b}^{\dagger} \hat{a}\right), \tag{3.27}
\end{align*}
$$

where $U_{a}, U_{b}$ and $U_{a b}$ denote the on-site interaction energies, according to the different internal states. Note that $\Omega(t)$ can be complex, thus allowing for time-dependent phases. Our goal is to populate state $|a\rangle$ with exactly one particle per site which can be expressed by the unitary operation $U_{0}$ : $|N, 0\rangle \rightarrow|1, N-1\rangle, \forall N \in\left\{1,2, \ldots, N_{\max }\right\}$. In order to do this, we control the time-dependence of $\Omega(t)$ coherently and in an optimal way. To be more precise, we optimize a sequence of $M$ rectangular shaped pulses of equal length:

$$
\begin{equation*}
\Omega(t)=\sum_{l=1}^{M} \Omega_{l} \times\left[\theta\left(t-t_{l}\right)-\theta\left(t-t_{l+1}\right)\right] \tag{3.28}
\end{equation*}
$$

After time $T$ the system has evolved according to the unitary operator $U(T)$, We want to minimize the deviation of $U(T)$ from the desired operation $U_{0}$ which we quantify by the infidelity $\epsilon(T)=\sum_{N=1}^{N_{\text {max }}} \epsilon_{N}$, where $\epsilon_{N}=1-\mid\langle 1, N-$ $1|U(T)| N, 0\rangle \mid$. Since we allow for complex Rabi frequencies, $\epsilon(T)$ is a function of $2 M$ parameters $\left\{\Omega_{l}, \Omega_{l}^{*}\right\}$ with $l=1, \ldots, M$. For given $M$ and time $T$ we optimize the cost function $\epsilon(T)$ numerically using the Quasi-Newton method with a mixed quadratic and cubic line search procedure. This is repeated for different times $T$, while keeping the number of pulses $M$ constant. We then increase $M$ and repeat the whole procedure in order to check convergence of our results.

In Fig. 3.8 we plot the minimal error $\varepsilon(T)$ for different interaction strengths. Already for our simple control scheme we obtain very small errors, e.g. $\epsilon \sim 10^{-4}$ for operation time $T \approx 7 / U_{a}$ and interaction strengths $U_{a b}=U_{b}=$ $0.2 U_{a}$. In comparison, the adiabatic scheme [45] would require $T \approx 150 / U_{a}$ for the same set of parameters. Apart from the gain in operation speed, our method has the second advantage that it reaches high operation fidelities over a much broader range of interaction energies as compared to [45].

It is important to remark that the operation time increases with decreasing interaction anisotropy $\delta=\left|U_{a}+U_{b}-2 U_{a b}\right| / U_{a}$. For $\delta=0$ our method fails completely. In the special case $U_{a}=U_{b}=U_{a b}$ this follows from the fact that in the Hamiltonian (3.27) the interaction part commutes with the coupling part. These problems can be solved, either by displacing the lattices that trap atoms $|a\rangle$ and $|b\rangle$ and thereby reducing the effective interaction, $U_{a b}$, or by performing more elaborate controls than the one from Eq. (3.28).


Figure 3.8: Operation error $\epsilon$ vs. operation time $T U_{a}$ for different in teraction energies: $U_{b}=0.2 U_{a}, U_{a b}=0.2 U_{a}, \delta=0.8$ (solid); $U_{b}=U_{a}$ $U_{a b}=0.6 U_{a}, \delta=0.8$ (dashed); $U_{b}=U_{a}, U_{a b}=0.2 U_{a}, \delta=1.6$ (dotted) $U_{a b}=U$ (dashed-dted) We optimize a sequence of $M=10$ pulses (3.28) and have chosen an occupation number cutoff $N_{\max }=4$.

### 3.2.4 Experimental realization of continuous filtering

So far all physical realizations of filtering rely on the coherent transfer of particles between two internal states followed by particle removal. We will now show that both processes can be combined into a single step. This produces an incoherent evolution that gives rise to the completely positive $\operatorname{map} F_{1}(3.16)$.

The experimental procedure for achieving the map $F_{M}$ is very simple. We use two lattice, deep in a MI phase, while the other one will be in a continuum of untrapped states which are free to escape the lattice. We will couple the trapped and untrapped states with two Raman lasers which have a relative detuning of the order of the interaction energy, $\delta \sim M U$ [Fig. 3.9]. As long as the coupling is active, the lasers will depopulate lattice sites which have too many atoms, $n>M$, while leaving other sites untouched ${ }^{3}$. If the untrapped states are such that they have few atoms and they are quickly expelled from the trap (for instance by a magnetic field gradient), these states will behave
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Figure 3.9: Possible physical realization of incoherent and continuous fil tering $F_{1}$. The detuning of the laser frequency is chosen to be $\delta=U$. This means that atoms with energy $E \geq U$ are resonantly coupled to a continuum of untrapped states and thereby removed from the system.
for practical purposes like a thermal bath in a vacuum state. If the coherence time of this bath, physically determined by the time free atoms spend close to the trapped ones, is very short compared to the Rabi frequency $\Omega$ of the Raman transition, we will be allowed to write a master equation for the trapped atoms. The solution of this equation converges at large times to the desired filtered state, e.g. $M=1$ for $F_{1}$

Conceptually, this mechanism is equivalent to the frequency knife from evaporative cooling, where atoms containing too much kinetic energy are expelled from the trap in order to lower the temperature. In our case, however, it is the interaction energy we get rid off and, as a side effect, we make the filling of the lattice more uniform.

Compared to the optimal control scheme in [64], the operation of this much simpler method is not very fast. From the solution of the master equation it follows that states with occupation $n>1$ decay after a time which is of the order of the inverse Rabi frequency, $t_{1} \sim 1 /(n \Omega)$. The main source of errors arises from the non-resonant coupling of the $n=1$ state with the reservoir. The probability of a defect (empty site) will approximately be given by: $p_{0} \approx \Omega^{2} / U^{2}$. Hence, for $p_{0}=10^{-4}$ we get an operation time $t_{1} \sim 100 / U$ which is comparable to the time scale of the adiabatic scheme [45]. However, our incoherent scheme has two big advantages. First, it can be applied continuously. Second, it does not put any constraints on the interaction energies of the two species. This holds under the assumption that untrapped atoms are expelled so quickly from the trap, that they do not interact significantly with the trapped atoms.

### 3.3 Ground state cooling protocols

We have seen that the residual entropy after filtering is concentrated at the borders of the atomic cloud. Particles located at these sites are also the only source of energy excitations because all doubly occupied sites have been removed. In the following we will propose several protocols which selectively remove particles at the borders, thereby bringing the system closer to its ground state.

### 3.3.1 Sequential filtering

Filtering is limited by the fact that it cannot correct defects that arise from holes in a perfect MI phase. In order to overcome this problem, we will now propose two protocols, which rely on the repeated application of filtering. The central idea is to transfer "hot" particles from the borders to the center of the trap, where they can be removed by subsequent filtering.

## Discrete Protocol

The main feature of this protocol is that filtering is always performed in the no-tunnelling regime. Reformation of doubly occupied sites is achieved by adiabatically varying the lattice and trapping potential. To be more specific, one has to iterate the following sequence of operations: (i) we allow for some tunnelling while the trap is adjusted adiabatically in order to reach a centra occupation of $\left\langle n_{0}\right\rangle \approx 1.5$; (ii) we suppress tunnelling and perform the filtering operation $F_{1}$; (iii) the trap is slightly opened so that the final distribution resembles a thermal distribution of hard-core bosons,

We are interested in the convergence of the entropy and temperature as a function of the number of iterations. However, the adiabatic process is very difficult to treat both analytically and numerically. Therefore we distinguish in the following between three different scenarios that are based on specific assumptions.
(i) Thermal equilibrium: We assume that the entropy is conserved and that the system stays in thermal equilibrium throughout the adiabatic process. Since this condition will in general not be fulfilled for closed, isolated quantum systems, the following analysis can only provide a rather rough description of the real situation. To be more precise, we start from a thermal state with initial parameters $\beta, b$ and $\mu$. After filtering and adiabatic evolution one has a thermal state in the no-tunnelling regime with new parameters $\beta^{\prime}, b^{\prime}$ and $\mu^{\prime}$. As we have shown in the previous sections, thermal states in the no-tunnelling regime can effectively be described in
terms of two fermionic components. This allows us to determine the new parameters $\beta^{\prime}$ and $b^{\prime}$ by identifying: $S_{\mathrm{I}}(\beta, b)=S_{\mathrm{I}}\left(\beta^{\prime}, b^{\prime}\right)+S_{\mathrm{II}}\left(\beta^{\prime}, b^{\prime}\right)$ and $N_{\mathrm{I}}(\beta, b)=N_{\mathrm{I}}\left(\beta^{\prime}, b^{\prime}\right)+N_{\mathrm{II}}\left(\beta^{\prime}, b^{\prime}\right)$. The desired central filling $\left\langle n_{0}\right\rangle=1.5$ fixes the chemical potentials to be $\mu=\mu^{\prime}=U$. Using expressions (3.20) and (3.23) one finds:

$$
\begin{align*}
\beta^{\prime} U & =\left(A+\sqrt{A^{2}+4 \beta U}\right)^{2} / 4,  \tag{3.29}\\
\frac{b^{\prime}}{U} & =\frac{b}{U}\left(1+\frac{\eta_{\mathrm{II}}}{2 \sqrt{\beta^{\prime} U}}\right),
\end{align*}
$$

with $A=\left(\sigma_{\mathrm{II}} \beta U / \sigma_{\mathrm{I}}-\eta_{\mathrm{II}}\right) / 2$. After a second filtering operation the entropy per particle is thus given by:

$$
\begin{equation*}
s_{2}=\sigma_{\mathrm{I}} \frac{1}{\beta^{\prime} U} . \tag{3.31}
\end{equation*}
$$

Since our analysis only holds in the limit $\beta U \gg 1$, one can simplify the above expressions to: $\beta^{\prime} U \approx\left(\sigma_{\mathrm{II}} \beta U /\left(2 \sigma_{\mathrm{I}}\right)\right)^{2}$ and $b^{\prime} \approx b$. This allows us to establish a simple recursion relation for the entropy per particle $s_{n}$ after the $n$-th filter operation:

$$
\begin{equation*}
s_{n} \approx \frac{4 \sigma_{\mathrm{I}}}{\sigma_{\mathrm{II}}^{2}} s_{n-1}^{2} . \tag{3.32}
\end{equation*}
$$

Since the limit $\beta U \gg 1$ implies $s<1$, one finds that the entropy per particle converges extremely fast to zero.
(ii) Quantum evolution: Let us now study a more realistic situation To this end we resort to the effective description in terms of independent fermions [Sect. 3.1.2 and Appendix C]. Since the effective Hamiltonian $\tilde{H}$ (3.13) is quadratic, we can study the complete protocol on a single-particle basis. We further assume that the single-particle energy spectrum does not exhibit level crossings in the course of the adiabatic evolution. Then, the state at any time $t$ can be computed by populating the single-particle energies of the effective Hamiltonian $\tilde{H}(t)(3.13)$ according to the initial probabilities (after filtering) in energetically increasing order. This method is illustrated in more detail in Fig. 3.3. After the initial filtering step only states in the lowest energy band are occupied and the occupation probability is given by the fermionic distribution $f_{k}(b, \beta, \mu)(3.8)$. Increasing the trap strength to an appropriate value $b^{\prime}>b$ in the course of the adiabatic process makes it energetically favorable to occupy also the second band. We find the state after returning to the no-tunnelling regime, $\rho^{\prime}$, by populating the energy levels, corresponding to the new trap strength $b^{\prime}$, in energetically increasing order according to the initial probabilities $f_{k}(b, \beta, \mu)$. At this point we distinguish
between two further scenarios: (ii.a) The state $\rho^{\prime}$ is mapped to a thermal state in the usual way by accounting for energy and particle number conservation. This way we can quantify the amount of "heating" resulting from the fact that the system is not in thermal equilibrium at the end of the adiabatic process due to the different structure of the energy spectrum. (ii.b) We continue the protocol directly with the time evolved state $\rho^{\prime}$.



Figure 3.10: Entropy per particle $S / N$ (left) and normalized number of particles $N / N_{0}$ (right) as a function of the number of filtering iterations for initially $N_{0}=100$ particles. As discussed in the text, we distinguish between the scenarios (i) (black line), (ii.a) (red line) and (ii.b) (blue and cyan).

Our results for all three cases are summarized in Fig. 3.10. We have computed numerically exact the entropy per particle as a function of the number of filtering cycles. Starting with an initial entropy $s_{0}=1$, scenario (i) and (ii.a) predict that an entropy value close to zero can be obtained after only four iterations of the protocol ${ }^{4}$. According to our underlying assumptions the system is in thermal equilibrium after each iteration of the protocol. In scenario (ii.b) the final entropy saturates at a finite value and the system is not in perfect thermal equilibrium. However, the final state still resembles a thermal state of hard-core bosons in a harmonic trap.

These results imply that sequential filtering can clearly profit from equilibration. The reason is that equilibration reduces the defect probability in the center of the lower band and transfers entropy to the upper band, where it can be removed subsequently. This process in combination with the increasingly high cooling efficiency of filtering at low temperatures can easily compensate the heating induced by the adiabatic quantum evolution. From

[^11]our data we can deduce that this heating corresponds to an entropy increase of around $20 \%{ }^{5}$. Without equilibration sequential filtering becomes very inefficient after the fourth iteration, which is also reflected in the excessive particle loss [Fig. 3.10]. The minimal attainable entropy is determined by the initial defect (hole) probability in the center of the trap. Starting from a much colder state, which exhibits almost unit filling in the center of the lower band, therefore yields a final state very close to the ground state [Fig. 3.10].

Remember that scenario (ii.b) is based on the assumption that no level crossings occur during the evolution. From our numerical analysis of the energy spectrum of (3.13) we know, however, that level crossings can indeed appear (see also $[127,132]$ ). The reason is the vanishing small spatial overlap between single particle states at the border of the lower band and the center of the upper band. This has the following consequences for our previous analysis: For rather small particle numbers ( $N \lesssim 15$ ) level crossings are rare and inter-band coupling occurs already for hopping rates, which are well within the range of validity of our single-particle description. We therefore expect that our predictions, as depicted in Fig. 3.10, are reasonable. For larger systems one has to tune the tunnelling rate deep into the superfluid regime $J \gtrsim 0.5$ in order to couple the two bands and to form doubly occupied sites. However, this regime is no longer accessible within our fermionic model (3.13). It remains to be investigated to what extent this will alter our predictions for the cooling efficiency of sequential filtering.

## Continuous protoco

As an alternative to the previous scheme, one can devise a continuous variant, which operates at a fixed but non-zero hopping rate. Such a protocol would clearly profit from the fact that adiabatic changes of the lattice potential which might lead to additional heating, are not required

Let us first study how the cooling efficiency of filtering changes as a function of the hopping rate $J$. The results are shown in Fig. 3.11. For high temperatures the ratio $s_{f} / s_{i}$ is rather independent of $J$ and we achieve some cooling. For very small temperatures, $k T \lesssim 0.01 U$, it changes dramatically with $J$. This is a clear signature of the quantum phase transition, which is expected to occur at $J_{c} \approx 0.085 U$ in the thermodynamic limit. While for $J<J_{c}$ the state is well described in terms of independent wells and filtering works very efficiently, for $J>J_{c}$ particles are delocalized over the lattice, and filtering causes heating rather than cooling.
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Figure 3.11: Cooling efficiency $s_{2, f} / s_{2, i}$, in terms of the Rényi entropy, of filtering $F_{1}$ as a function of the hopping rate $J / U$. For the numerical computation in terms of MPS we use a lattice of length $L=27$, which typically contains $N \approx 20$ particles. The trap strength is chosen to be $b / U=1 / 65$ and $\mu=U$, yielding $\langle n\rangle_{0} \approx 1.5$.

A second important ingredient of sequential filtering is the generation of doubly occupied sites. In order to accomplish this in a continuous way one has to fix the hopping rate at a value, at which there exists a coupling between doubly occupied sites at the center and singly occupied sites at the borders. Our analysis of the effective Hamiltonian (3.13) shows, however, that this occurs typically only deep in the SF regime for $J / U \gtrsim 0.5$.

Together with the findings in Fig. 3.11 one has to conclude that this continuous variant of sequential filtering can only be used as an initial step, when temperatures are still comparatively high.

### 3.3.2 Algorithmic Cooling

We now propose a second cooling scheme, which we call algorithmic cooling, because it is inspired by quantum computation. As before the goal is to remove high energy excitations at the borders of the atomic cloud, which have been left after filtering. In contrast to sequential filtering we now restrict have been left after ilice of quantum operations that operate solely in the notunnelling regime.

## The protocol

The central idea is to make use of spin-dependent lattices. A part of the atomic cloud can then act as a "pointer" in order to address lattice sites which contain "hot" particles. In this sense the scheme is similar to evaporative cooling, with the difference that an atomic cloud takes the role of the rfknife. Another remarkable feature of the protocol is that the pointer is very inaccurate in the beginning (due to some inherent translational uncertainty in the system), but becomes sharper and sharper in the course of the protocol.


Figure 3.12: Illustration of the algorithmic cooling protocol. The state is initialized with the filter operation $F_{2}$. (a) Particles from doubly occupied sites are transferred to state $|b\rangle$ (red) using operation $U_{2,0}^{1,1}$. (b) The lattice $|b\rangle$ has been shifted $2 k_{\varepsilon}$ sites to the right, so that the two distributions barely overlap. (c) Density distribution after $k_{s}$ lattice shifts. After each shift doubly occupied sites have been emptied. Afterwards lattice $|b\rangle$ is shifted $4 k_{\varepsilon}-k_{s}$ sites to the left and an analogous filter sequence is applied. (d) The final distribution of atoms in state $|a\rangle$ is sharper compared to the initial distribution (dotted). Numerical parameters: $N_{i}=65, s_{i}=1, U / b=300$, $k_{\varepsilon}=21, k_{s}=20, N_{f}=30.2, s_{f}=0.31$ (after equilibration).

The individual steps are the following: (i) We begin with a cloud in thermal equilibrium in the no-tunnelling regime, having two or less atoms per site, all in internal state $|a\rangle$. This can be ensured with a filtering operation
$F_{2}$. (ii) We next split the particle distribution into two, with an operation $U^{1,1}$ [Fig. 3.12a]. (iii) The $|a\rangle$ and $|b\rangle$ atoms are shifted away from each other $2_{2,0}$. We then empty all doubly occupied sites and shift the clouds one lattice site towards each other. This sequence is iterated for a small number of steps of order $\Delta(3.17)$, thereby sharpening the density profiles of both clouds [Fig. 3.12c]. (iv) The atoms of type $|b\rangle$ are moved again to the other side of the lattice and a process similar type $|b\rangle$ are moved again to the other side oning atoms in state $|b\rangle$ can now be to (iii) is

Experimentally, doubly occupied sites can be emptied by introducing a third internal level $|c\rangle$ and applying the unitary operation $U_{1,1,0}^{0,0,2}$ in generalization of (3.15). Afterwards all atoms in $|c\rangle$ are removed

Scaling behavior and numerical results
The density distribution after the protocol will never be perfectly sharp [Fig. 3.12d] because this protocol is intrinsically limited by thermal and quantum fluctuations in the initial state. Qualitatively, in order to remove quantum fluctuations in the initial state. Qual to put a particle of type $|b\rangle$ a particle of type $|a\rangle$ from the cloud on the same lattice site. Errors arise when a particle of type $|a\rangle$ hits a hole instead of a particle of type $|b\rangle$. The error probability is thus proportional to the fluctuations of the density on each lattice site. If we want to clean about $\Delta$ sites or remove $\Delta$ particles, the errors will be If we want the clan abor the final entropy per particle:

$$
\begin{equation*}
s_{f} \propto \frac{\sqrt{\Delta}}{\bar{N}}=\frac{1}{\sqrt{N} \sqrt{\beta \mu}} \propto \frac{1}{\sqrt{N_{i}}} \tag{3.33}
\end{equation*}
$$

where $\bar{N}(3.21)$ is the number of particles in $|a\rangle$ after step (ii) and $N_{i}$ is the initial particle number. This simple estimate shows that the algorithmic protocol becomes more efficient with increasing initial particle number. This is in contrast to filtering, for which $s_{f}$ is independent of $N_{i}$.
is in contrast Werified numerically the scaling (3.33) [Fig. 3.13b]. The numeriWe have verified numerically the scaling (3imulation is by no means trivial because the protocol establishes classical correlations both among lattice sites and also among internal states. To reproduce these correlations we have resorted to a representation of classical density matrices in terms of MPS [Appendix D]. These numerical simulations also show that the final density distribution is very close to a thermal distribution [Fig. 3.13a]. This does not necessarily mean that the underlying state is close to an equilibrium state. If one applies one or few iterations of


Figure 3.13: (a) Density distribution after filtering (dotted) and after algorithmic cooling (solid) which can be well approximated by a thermal distribution (circles). For comparison we consider a variant of the algorithmic protocol, which exhibits no classical correlations at all times (dashed). Parameters for the initial state: $N_{i}=100, s_{2, i}=0.42\left(s_{i}=0.50\right), U / b=1500$, Parameters for the algorithmic protocol: $k_{0}=62, k_{s}=18, N_{f}=71.4$, $s_{2, f}=0.0659$; Final entropy after equilibration: $s_{2, f}=0.0740\left(s_{f}=0.0988\right)$; Parameters for alternative protocol (dashed line): $k_{s}=28, N_{f}=63.3$, $s_{f}=0.0389$. (b) Final entropy per particle $s_{f}$ as a function of the initial particle number $N_{i}$ for fixed $s_{i}=0.5$ (circles). For large $N_{i}$ one obtains a $1 / \sqrt{N_{i}}$ dependence (solid). For comparison we plot $s_{f}$ after filtering (diamonds) which is expected to be independent of $N_{i}$ (dotted). Small variations in $s_{f}$ can be attributed to the specific choice of the harmonic confinement.
the protocol, the final state will still contain some holes at the borders and be close to thermal equilibrium, as the computation of the Rényi entropy entropy $s_{2, f}$ (3.14) before and after equilibration shows [Fig. 3.13a]. For a large number of iterations, however, the final state will be far from thermal equilibrium. As will be discussed later in more detail, the density matrix is then given by an incoherent superposition of perfect uniform MI states which differ in their length and position [see Fig. 3.17]. Hence, this protocol can also be used to generate an ensemble of quantum registers, similar to the ones produced by the protocols in Sect. 3.4. These registers form the basis for quantum computation with atoms in optical lattices.

### 3.3.3 Theoretical description

For the sake of simplicity we consider a slightly modified version of the protocol. The particle distributions $|a\rangle$ and $|b\rangle$ are now two identical but indepen-
dent distributions of hard-core bosons of the form (3.8) ${ }^{6}$. The lattice $|b\rangle$ is dent distributions of hard-core bosons of the form $(3.8)$. The lattice $|b\rangle$ is
shifted $2 k_{\varepsilon}$ sites to the right. For given $\varepsilon$ the value $k_{\varepsilon}=\sqrt{\mu / b} \sqrt{1-\ln \varepsilon / \beta \mu}$ is chosen such that for atoms $|a\rangle$ it holds $\left\langle n_{k_{\varepsilon}}^{a}\right\rangle=\varepsilon$. This initial situation is depicted schematically in Fig. 3.14.


Figure 3.14: Schematic description of the initial state for lattice sites $k \geq 0$ : Two identical density distributions for hard-core bosons, belonging to different species A (black) and B (blue), are shifted $2 k_{\varepsilon}$ lattice sites apart The region of non-integer filling has width $\delta_{\varepsilon}$. In the course of the protoco the lattice of species B is shifted $k_{s}=3 \delta_{\varepsilon}$ sites to the left.

The cutoff $\varepsilon$ defines also the width of the region with non-integer filling:

$$
\begin{equation*}
\delta_{\varepsilon}=\sqrt{\mu / b}(\sqrt{1-\ln \varepsilon / \beta \mu}-\sqrt{1+\ln \varepsilon / \beta \mu}) \tag{3.34}
\end{equation*}
$$

We analyze first a protocol that involves $k_{s}=3 \delta_{\varepsilon}$ lattice shifts and after each shift doubly occupied sites are emptied. Our goal is to compute the final shape of the density profile of atoms in state $|a\rangle$ (red line in Fig. 3.14) It is sufficient to consider only the reduced density matrices $\hat{\rho}_{a}$ and $\hat{\rho}_{b}$, which cover the range $k \in\left[k_{\varepsilon}-2 \delta_{\varepsilon} ; k_{\varepsilon}\right]$ and $k \in\left[k_{\varepsilon} ; k_{\varepsilon}+2 \delta_{\varepsilon}\right]$, respectively. These density matrices can be written in terms of convex sums over particle number subspaces:

$$
\begin{align*}
& \hat{\rho}_{a}=\sum_{N_{a}=0}^{2 \delta_{\varepsilon}} p_{a}\left(N_{a}\right) \hat{\rho}_{a}\left(N_{a}\right)  \tag{3.35}\\
& \hat{\rho}_{b}=\sum_{N_{b}=0}^{2 \delta_{\varepsilon}} p_{b}\left(N_{b}\right) \hat{\rho}_{b}\left(N_{b}\right) \tag{3.36}
\end{align*}
$$

The further discussion is based on the following central observation. If a state $\hat{\rho}_{a}\left(N_{a}\right)$ interacts with a state $\hat{\rho}_{a}\left(N_{b}\right)$ then our protocol produces a

[^13] in different internal states.
perfect MI state $\hat{\rho}_{a}^{\prime}\left(N_{a}^{\prime}\right)$ (as in Eq. 3.5) composed of $N_{a}^{\prime}=\left(N_{a}-N_{b}\right) / 2$ particles. The factor $1 / 2$ arises from the fact that $k_{s}$ lattice shifts remove at most $k_{s} / 2$ particles from distribution $|a\rangle$. Note that this relation also allows for negative particle numbers, because $N_{a}^{\prime}$ merely counts the number of particles on the right hand side of the reference point $k_{0}=k_{\varepsilon}-3 / 2 \delta_{\varepsilon}$. The final density matrix after tracing out particles in $|b\rangle$ can then be written as a convex sum over nearly perfect (up to the cutoff error $\varepsilon$ ) MI states
\[

$$
\begin{equation*}
\hat{\rho}_{a}^{\prime}=\sum_{N_{a}^{\prime}=-\delta_{\varepsilon} / 2}^{\delta_{\varepsilon} / 2} p_{a}^{\prime}\left(N_{a}^{\prime}\right) \hat{\rho}_{a}^{\prime}\left(N_{a}^{\prime}\right) \tag{3.37}
\end{equation*}
$$

\]

with probabilities

$$
\begin{equation*}
p_{a}^{\prime}\left(N_{a}^{\prime}\right) \simeq 2 \sum_{N_{b}=\delta_{\varepsilon}}^{2 \delta_{\varepsilon}} p_{a}\left(2 N_{a}^{\prime}+N_{b}\right) p_{b}\left(N_{b}\right) \tag{3.38}
\end{equation*}
$$

The factor two is due to the fact that states with $N_{a}-N_{b}=2 M$ and $N_{a}-N_{b}=$ $2 M+1$ are collapsed on the same MI state with $N_{a}^{\prime}=M$. Since Lyapounov's condition [133] holds in our system, we can make use of the generalized central limit theorem and approximate $p_{a}(N)=p_{b}(N)$ by a Gaussian distribution with variance $\sigma^{2}=\delta N^{2}=\Delta / 4=1 /(2 \beta \sqrt{b \mu})$. Evaluation of Eq. (3.38) then yields a Gaussian distribution with variance $\sigma^{\prime 2}=\sigma^{2} / 2$. Since MI states do not contain holes, one can infer the final density distribution $\left\langle n_{k}^{a}\right\rangle^{\prime}$ directly from $p_{a}^{\prime}(N)$ by simple integration. This distribution can then be approximated by the (linearized) thermal distribution:

$$
\begin{equation*}
\left\langle n_{k}\right\rangle^{\prime} \simeq \frac{1}{1+e^{4\left(k-k_{0}\right) / \Delta^{\prime}}} \tag{3.39}
\end{equation*}
$$

The new effective tail width $\Delta^{\prime}=\sqrt{\Delta \pi} / 2$ of the distribution is roughly the square root of the original width $\Delta$ (3.17). This effect leads to cooling, which we will now quantify in terms of the entropy.

When applying similar reasoning also to the left side of distribution $|a\rangle$ one ends up with a mixture of MI states, which differ by their length and lateral position. This results in an extremely small entropy of the order $S_{\mathrm{MI}} \sim$ $\log _{2} \Delta$. However, this final state is typically far from thermal equilibrium. In order to account for a possible increase of entropy by equilibration, we have to compute the entropy of a thermal state, which has the same energy and particle number expectation values as the final state. In our case this is equivalent to computing the entropy directly from the density distribution (3.39):

$$
\begin{equation*}
S^{\prime} \approx \sigma_{\mathrm{I}} \Delta^{\prime}=\frac{\sigma_{\mathrm{I}} \sqrt{\pi}}{\sqrt{2}} \frac{1}{\left(\beta^{2} b \mu\right)^{1 / 4}}=\frac{\sqrt{\pi}}{2} \frac{\sqrt{\beta \mu}}{\sqrt{N}} S \tag{3.40}
\end{equation*}
$$

where $N=N_{\mathrm{I}}$ and $S=S_{\mathrm{I}}$ (3.20) correspond to the expectation values for the initial state of atoms $|a\rangle$ (3.35). The final particle number is given by: $N^{\prime} \simeq 2 k_{0} \approx N(1+\ln \varepsilon / \beta \mu)$.

A significant improvement can be made by shifting the clouds only $k_{s}=$ $2 \delta_{\varepsilon}$ sites. This prevents inefficient particle loss, which has been included in our previous analysis in order make the treatment exact. With this variant the final particle number increases to $N^{\prime \prime}=2\left(k_{\varepsilon}-\delta_{\varepsilon}\right)$, while in good approximation the final entropy is still given by $S^{\prime}$. Hence, the final entropy per particle can be lowered to:

$$
\begin{equation*}
s^{\prime}=\frac{S^{\prime}}{N^{\prime \prime}} \approx \frac{\sqrt{\pi}}{2} \frac{\sqrt{\beta \mu}}{1+\frac{\ln \varepsilon}{2 \beta \mu}} \frac{1}{\sqrt{N}} s . \tag{3.41}
\end{equation*}
$$

Since $s$ corresponds to the entropy after a possible filtering operation $F_{1}$, we can directly deduce to what extent algorithmic cooling outperforms filtering. For fixed $N$ the ratio $s^{\prime} / s$ becomes smaller at higher temperatures. Even more important, for fixed $\beta U$, the entropy per particle $s^{\prime}$ decreases with $1 / \sqrt{N}$ as the initial number of particles in the system increases. Here we recover the same scaling behavior as in our simple estimate (3.33).

## Variants and extensions of the protocol

It is clear that we could cool the atoms to the ground state with $100 \%$ efficiency if the density distributions of $|a\rangle$ and $|b\rangle$ atoms were perfectly correlated. It seems also that we can improve the performance in realistic situations by removing the classical correlations which are established in the course of the protocol. To be more precise, we consider the following variant of the protocol. After each filtering operation we first break the correlations between the two atomic species (i.e. we consider only the reduced density operators) and then perform the next lattice shift. This way we ensure that no classical correlations can build up. The resulting density profile is much sharper than for the original protocol [Fig. 3.13a]. Numerically we find that the tail width of the distribution can be reduced to approximately two lattice sites independent of the original size of the cloud. From a practical point of view this protocol is, however, very demanding. The minimal number of independent copies of the system required in an actual experiment would be given by the number of filtering operations. A more realistic variant would be to break the correlations only between the atomic species at the end of the original protocol while leaving the inter-site correlations untouched. According to our theoretical analysis (Eq. (3.38)) each iteration of the complete protocol would reduce the total entropy by a factor of $\sqrt{2}$ [64]. This way one
would require only a rather small number of independent copies to get closer to the ground state.

To sum up, algorithmic cooling can be improved considerably by using multiple independent clouds to clean each other. Experimentally, these clouds may come from loading the lattice with atoms in different internal states, from splitting the cloud into multiple condensates, or simply by using the clouds from different 1D tubes to clean each other... Many other possibilities can be conceived. Alternatively, the performance can be enhanced by extracting specific particle number subspaces from the final density matrix at the end of the protocol (see Sect. 3.4 for details).

Moreover, we have devised variations of the original protocol, which might be better applicable to experimental setups. Firstly, there is no need to discard the remaining atomic cloud in state $|b\rangle$. For appropriate initial trap parameters, it is preferably to move this cloud back to the center and to pump all atoms back into internal state $|a\rangle$. The resulting state will exhibit a MI shell structure with two plateaus at densities $n=1$ and $n=2$. This is a simple way to engineer ground states of tighter traps. Secondly, it is in principle possible to sharpen the two tails of the central cloud simultaneously. To this end we initially apply the filtering operation $F_{3}$ instead of $F_{2}$. One atom from all triply occupied sites is stored in an additional internal level. This cloud can then be used to clean one side of the distribution, while atoms in state $|b\rangle$ (which stem from doubly occupied sites) clean the other side.

Finally, let us remark that the algorithmic cooling scheme has been designed for 1D systems. In order to adapt it to 3D setups with spherical symmetry, we propose to apply the protocol at least along three orthogonal directions.

### 3.3.4 Discussion of results

Let us now discuss and compare the cooling performance of the protocols proposed so far. To this end we provide exact numerical results and compare them with our analytical findings. For the calculations we fix two parameters, $b / U$ and $\mu / U$, and determine the entropy per particle as a function of the inverse temperature $\beta U$.

Our results are shown in Fig. 3.15 and can be summarized as follows. Firstly, we find that our theoretical predictions for all three protocols - filtering, sequential filtering and algorithmic cooling - are very accurate in the low temperature limit $\beta U \gg 1$, and even hold in good approximation for the (relatively) high temperature regime $\beta U \gtrsim 1$. Secondly, our algorithmic protocol outperforms filtering considerably, especially in the high temperature range. Finally, based on the assumptions that underlie our calculations,



Figure 3.15: Analytical (solid) and numerical (dots) results for the entropy per particle $s=S / N$ versus the inverse temperature $\beta U$ for fixed trap strength $b / U=1 / 2500$ and fixed $\mu=U$. We plot the initial value (black line) and the values after filtering with $F_{1}$ (Eq. (3.24), brown line). This is compared to more elaborate cooling protocols: entropy after two iterations of sequential filtering including equilibration (Eq. (3.31), red line), minima entropy after sequential filtering without equilibration (cyan), and entropy entepy ate we have chosen $\varepsilon=0.03$ and $k_{s}=2 \delta_{\varepsilon}$. Note that this protocol creates classically correlated states, The numerics are therefore based on a repclassically correlated states. The numerics are therefore based resentation of
subsequent filtering is typically superior to algorithmic cooling with respect to the minimal achievable entropy.

We now discuss advantages, experimental requirements and time scales of our cooling protocols.

## Sequential filtering

(i) Advantages: If one combines filtering with equilibration then the entropy per particle converges very fast to zero with the number of filter steps. The minimal value is only limited by finite size effects. Without equilibration, the minimal entropy is limited by the finite probability of finding a hole in the entral MI phase of the initial distribution. Furthermore, sequential filtering naturally allows for cooling in a 3D setup, because it preserves the spherical symmetry. Note that filtering, and hence sequential filtering, can also be applied to fermionic atoms in an optical lattice [45].
(ii) Requirements and limitations: The repeated creation of doubly occupied sites in the center of the trap requires precise control of the harmonic con-
finement over a wide range of values. In addition, non-adiabatic changes of lattice and external potentials might induce heating, which could reduce the cooling efficiency considerably.
(iii) Time scales: The limiting factor here is not filtering but the adiabaticity criterion for changes of the hopping rate and the harmonic confinement. We have shown that after filtering the density distribution can be identified with a thermal distribution of hard-core bosons. Hence it is possible to find estimates for adiabatic evolution times based on fermionic single-particle states, as calculated in [127]. In the MI regime particle transfer from the borders to the center of the trap is very unlikely, because the eigenfunctions of the upper and lower Fermi band do not overlap. Therefore, we propose as a first step to decrease the lattice potential at fixed harmonic confinement until eigenfunctions start overlapping. This process can be treated very well with our fermionic model (3.13), because only the lower band is populated [Fig. 3.3]. The average energy spacing around the Fermi level is $\overline{\delta E}=b N \approx 2 U / N$ in the no-tunnelling regime, and stays roughly constant when passing over to the tunnelling regime [127]. As a consequence, the lattice potential should be varied on a time scale $T \gg h / \delta E \approx 10 \mathrm{~ms}$ for $N=50$ and $h / U=396 \mu \mathrm{~s}$ [129]. For the second process, which involves the change of the harmonic potential at fixed hopping rate, it is more difficult to make analytic predictions for adiabatic time scales, since our single-particle description (3.13) is no longer justified in general. One can, however, obtain a lower bound by considering the energy spectrum after returning to the no-tunnelling regime [Fig. 3.3]. The average energy spacing around the Fermi level is now dominated by the energy spacing at the bottom of the upper band: $\overline{\delta E^{\prime}}=\sqrt{b^{\prime} / \beta} / 2 \approx U /(N \sqrt{\beta U})$. This implies adiabatic evolution times which are a factor $\sqrt{\beta U} / 2$ larger than for the first process. We have also verified the whole process numerically, using the matrix-product state representation of mixed states [102]. For initially $N=11$ particles we find adiabatic evolution times of the order $T \sim 30 \hbar / U$ for the first process, which is consistent with our analytical estimate. The second process is more time consuming with $T \gtrsim 120 \hbar / U$.

## Algorithmic cooling

(i) Advantages: The algorithmic protocol operates solely in the no-tunnelling regime. Adiabatic changes of the lattice and/or the harmonic potential, which are time consuming and might induce heating, are therefore not required. Moreover it does not demand arbitrary control over the harmonic confinement. The correct initial conditions can always be generated by the filter operation $F_{1}$. The protocol is more efficient in the high temperature
range and for large particle numbers. Additionally to ground state cooling, the algorithm can be used to generate an ensemble of nearly perfect quantum egisters for quantum computation. This state, which can also be considered as an ensemble of possible ground states in the uniform system, might already be sufficient for quantum simulation of certain spin Hamiltonians. Finally, note that this protocol can naturally be applied also to fermionic systems. (ii) Requirements and limitations: The heart of the protocol is the existence and control of spin-dependent lattices. Moreover, the algorithm is explicitly designed for cooling in one spatial dimension. Generalizations to higher dimensions are possible, but will typically not preserve the spherical symmetry of the initial density distribution. Moreover one should keep in mind that the final states are typically far from thermal equilibrium.
(iii) Time scales: Adiabatic lattice shifts can be performed very fast on a time scale determined by the on-site trapping frequency $\nu \simeq 30 \mathrm{kHz}$. The limiting factor is the number of filter operations, which is of the order $\delta_{\varepsilon}(3.34)$. Under realistic conditions this can amount to 50 operations. Filter operation times based on the adiabatic scheme [45] are of the order $T_{F} \sim 200 \hbar / U$. With $h / U=396 \mu \mathrm{~s}[129]$ one finds a total operation time $T \sim 630 \mathrm{~ms}$, which is comparable with the typical particle life time in present setups using spindependent lattices [47]. We have studied this problem with an alternative implementation of filtering [Sect. 3.2.3], which allows one to reduce the operation time by a factor of $\sim 15$, and hence makes algorithmic cooling feasible in current experimental setups.

### 3.3.5 Alternative cooling scheme: Filtering combined with frequency knife

We again start with the filtering operation $F_{1}$. The remaining "hot" particles located at the borders of the trap can also be removed with a method similar to evaporative cooling or a frequency knife. The idea is to make use of inhomogeneous on-site energies and to choose the detuning $\delta$ of a radiation field in such a way that only atoms located at specific lattice sites are resonantly coupled to another internal state. Using a magnetic field gradient it has been demonstrated that individual lattice sites can be resolved within an uncertainty of about five sites [134]. In our case the spatial dependence of the on-site energies is naturally provided by the harmonic trapping potential. However, in order to make use of this inhomogeneity one has to ensure that the atoms are coupled to an internal state which responds differently to the ac-Stark shift induced by the lattice laser beams. Experimentally, this can, for instance, be achieved with a setup similar to the one for the creation of
spin-dependent lattices [46, 47, 130]. There, one atomic species is trapped exclusively by $\sigma^{-}$polarized laser light, whereas the other species is trapped predominantly by $\sigma^{+}$polarized light. Hence, an optically untrapped internal state can simply be realized by using only $\sigma^{+}$polarized laser light for creating the optical lattice.

Let us now estimate the requirements on the the Rabi frequency $\Omega$ of the transition depending on the trap strength $b$. For simplicity, we consider two internal states, and a configuration for which the excited state exhibits zero on-site energy at each lattice site. We are interested in removing particles which are typically located at a distance $k_{\mu}$ from the center of the trap. Hence, for resonant coupling of these atoms we must choose the detuning to be $|\delta|=b k_{\mu}^{2}=\mu$. Particles at sites $k_{\mu}+\Delta k$ feel an effective detuning $\delta_{e f f}(\Delta k) \approx b \bar{N} \Delta k$, where $\bar{N}=2 k_{\mu}$ denotes the particle number (3.21). The probability that a particle at site $k_{\mu}+\Delta k$ is transferred to the excited state is then given by:

$$
\begin{equation*}
P_{e}(\Delta k)=\frac{\Omega^{2}}{\Omega^{2}+\delta_{\text {eff }}(\Delta k)^{2}} . \tag{3.42}
\end{equation*}
$$

In order to locally address the site $k_{\mu}$ reasonably well one has to demand: $\Omega \lesssim b \bar{N}$. For typical harmonic trapping frequencies in the MI regime, $\omega_{h o}=$ $\sqrt{8 b /\left(\hbar m \lambda^{2}\right)} \gtrsim 2 \pi \times 65 \mathrm{~Hz}[24]$, and $\bar{N}=50$ this translates into $\Omega \lesssim 1 \mathrm{kHz}$.

Experimentally it should therefore be feasible to resolve individual sites with an uncertainty of a few lattice sites and thus to sharpen the density profile within this uncertainty. Note that this scheme clearly profits from a large number of particles per tube. Another advantage is that it preserves the spherical symmetry of the density distribution in a 3D lattice.

Finally let us remark that this method can easily be incorporated in the continuous filtering scheme [Fig. 3.9] proposed in Sect. 3.2, since there the atoms are also coupled to untrapped states.

### 3.4 Algorithmic cooling of defects in quantum registers

A perfect one-dimensional quantum register is a connected array of commensurately filled lattice sites. Hence, quantum registers are equivalent to MI states of the form (3.4). For most purposes the filling factor $\nu=1$ is sufficient. This state appears naturally as the unique MI ground state (3.5) of the BHM in the no-tunnelling limit and in the presence of a weak harmonic confinement. Hence, any efficient ground state cooling protocol will produce a good quantum register. Moreover, we have seen in the previous section,
that algorithmic protocols can be used to create an ensemble of quantum registers rather than a unique one (see also [44, 64]). In this section we will propose and analyze two alternative algorithms for the creation of a quantum register ensemble. As compared to previous proposals [44, 64] these schemes require only a small number of operations, which makes them more appealing for experimental implementation. The first protocol produces registers with filling $\nu=1$, whereas the second protocol is optimized for filling $\nu=2$. In addition, we propose how to transform atoms at the endpoints of each register into "pointer" atoms, which then enables addressing individual lattice sites. This can be used, for instance, to create registers of equal length Even more important it offers the opportunity to perform ensemble quantum computation in this system.

We start from a rather cold cloud, $\beta U \gg 1$, which has been subject to fundamental filtering operations $F_{M}(3.16)$. The result is an almost perfect MI in the center of the trap with some residual defects (or holes) which are predominantly localized at the borders [See Fig. 3.6]. Since we operate solely in the no-tunnelling regime these defects cannot redistribute nor evaporate. Our goal is to remove all these defects and we will achieve it by applying nearest-neighbor quantum gates which simulate inelastic collisions between particles and holes. Simply put, whenever a particle sits next to a hole, the particle will be annihilated. This process is analogous to spin flips in ferromagnets and the formation of domains of equal magnetization. Thus, these algorithmic schemes can also be understood as controlled equilibration and cooling of defects.

For all protocols that will be proposed below, the resulting state is a mixture of perfect (up to defects in the central MI phase) quantum registers of the form (3.5), which differ only in their length and lateral position. The entropy of this state will be of the order $S_{f} \sim \log _{2} \Delta$, where the parameter $\Delta(3.17)$ quantifies the translational uncertainty in the initial density distribution. Note, however, even though the final entropy is very small, these protocols are typically not suited for ground state cooling. The reason is that the final state is far from thermal equilibrium. Numerically we find that the value of the entropy after equilibration is comparable to the value before invoking the protocol. However, if one makes use of the pointer atoms to select only registers with a specific length then these protocols indeed lead to cooling.

### 3.4.1 Protocol 1

The operation sequence is illustrated in Fig. 3.16. We first merge oddly aligned pairs of sites using a superlattice $[135,136]$ and empty sites with


Figure 3.16: Illustration of protocol 1 for the creation of quantum registers. After merging neighboring lattice sites, one empties single occupied sites. The algorithm stops, when all particles in the tails have been removed and only the central MI phase remains.
only one atom. The sites are again split and the original lattice is restored. This operation is then repeated several times, alternating between even and oddly aligned sites, until the total entropy reaches a minimum.

We have analyzed the performance of this protocol under realistic conditions using the MPS description to compute the at most classically correlated density matrix [Appendix D]. In Fig. 3.17 we plot the typical density distribution after different steps of the protocol. A single step changes very little the density but decreases dramatically the entropy (From $S_{2}=17.5$ to $S_{2}=7.9$ ). Indeed, the first steps account for the elimination of most defects. After a few iterations entropy saturates because the density matrix has collapsed to a classical ensemble of defect-free quantum registers [Fig. 3.17]. As a consequence of the protocol, the number of atoms per register must be even, which leads to steps in the final density profile [Fig. 3.17].

Clearly the fix point of this protocol would be a state with no particles at all. Let us now estimate how many iterations $M$ of the protocol are required to reach a state with reasonable particle number and tolerable defect probability. Firstly, we have to point out that there are two sources of defects: (i) holes in the central MI phase and (ii) particles at the borders which are disconnected from the central MI phase and which have not yet been erased by the protocol. The probability for defects of the first kind is negligible in the limit of low temperatures $\beta U \gg 1$ [see Sect. 3.1.2]. Defects of kind (ii) can be assessed by the following observation: In order to erase a connected array of $M$ particles, which is separated by at least one empty site from a central MI


Figure 3.17: Left: Particle distribution after different steps of the protocol: Figure 3.17: Left: Particle distribution after (dashed), after eight iterations after filtering $F_{1}$ (dotted), atter one itial state: $N=100, s=0.7\left(s_{2}=0.56\right)$, (solid). Parameters of the initial state: $N=10, s=0.3$ $U / b=1000, \beta U=5.8$. Parameters after filtering: $N=65.5, S_{2}=7.89$, $\left(S_{2}=17.5, s_{2}=0.25\right)$. Parameters after iteration $s_{2}=0.098$; iteration $7:$ $s_{2}=0.12$; iteration 2: $N=60.8, S_{2}=5.5, s_{2} N=46.8, S_{2}=5.296$, $N=48.8, S_{2}=5.297, s_{2}=0.108$; iteration 8: $N=46.8, S_{2}=5.296$, $s_{2}=0.113$. Stopping the algorithm at iteration 3 gives a minimum in the $s_{2}=0.10$ particle: $s_{2}=0.095$. Upon reaching thermal equilibrium this entropy $p<r$ parted to $s_{2}=0.265(s=0.36)$ which is comparable to the value has increased to $s_{2}=0$, when selecting the subspace containing only value after filtering. How en entropy registers of length $=0.17$. Right: per particle in thermal equ distribution allows one to deduce the The step like structure of the density distal density matrix. The states states which contribute significantly to the final density marr. The states can be classified according to their particle number and their lateral position.
state, one requires exactly $M / 2$ iterations of the protocol. The probability of finding defects after $M$ iterations is then given by the probability of having states with array size larger than $M$ in the initial density matrix. This probability can easily be computed numerically exact from the distribution (3.8). The derivation of closed expressions is however difficult. Nevertheless, one can get a good estimate for the optimal number of iterations based on the following argument. The characteristic tail width of the initial particle distribution (3.8) is $\Delta$ (3.17). Hence, the occurrence of arrays of size $M=2 \Delta$ is already very unlikely. This implies that after roughly $\Delta$ iterations of protocol 1 we expect to have registers with negligible defect probability. This protoce illustrated with an example. For the initial state in Fig. 3.17 we have $\Delta=10$ and the relative difference in the total entropy after the seventh and eighth iteration has reduced to $10^{-4}$, which implies a defect probability of the eighth iteration has reduced to $10^{-4}$, which implies a defect probabiliter iterations
same order of magnitude. The typical size of the registers after $\Delta$ iter
is roughly $\bar{N}-2 \Delta$, where $\bar{N}(3.21)$ is the characteristic size of the initial MI state. This implies $\bar{N} \gg \Delta$, otherwise no particles remain in the system. Since $\Delta \approx \bar{N} / \beta U$, one has to require the low temperature regime $\beta U \gg 1$.

As mentioned above, the algorithmic ground state cooling protocol of the previous section can also be used for the creation of quantum registers. However, the ground state cooling algorithm involves $\mathcal{O}(\bar{N})$ operations as compared to $\mathcal{O}(\Delta)$ operations of the current protocol. Note also that the example presented in Fig. 3.17 indicates that this protocol does not lead to cooling. After restoring thermal equilibrium, the entropy has reached a value comparable to the one after filtering. We have repeated this analysis for various initial conditions and our results confirm this observation. However, if one selects a particle number subspace with $N$ being larger than the mean value than our protocol can indeed be used for cooling. According to the data in Fig. 3.17 the entropy per particle can be reduced by roughly $50 \%$ as compared to filtering.

### 3.4.2 Protocol 2

We start from a state which contains only empty or doubly occupied sites. This can be achieved by applying filtering operation $F_{2}$, followed by $U_{1,0}^{0,1}$ and $E_{b}$. The protocol is depicted in Fig. 3.18.
We begin with transferring one particle per site to state $|b\rangle$. Then the $|b\rangle-$ lattice is shifted one site to the left and the same operation as before is performed. Afterwards one empties single occupied sites. This procedure allows one to remove defects in a correlated way. Occupied sites which have an unoccupied site to the right are emptied. Since the probability of finding particles in the center is close to one, the central MI is preserved except for losses at the right border. This procedure is repeated until all particle disconnected from the central MI phase become annihilated and only perfect MI phases in the center remain. One step of the protocol can be summarized in the following sequence of operations: $U_{2,0}^{1,1}, S_{-1}, U_{2,0}^{1,1}, E_{b}, U_{1,0}^{0,1}, E_{b}$. Following the discussion of protocol 1 , this sequence has to be applied approximately $2 \Delta$ times, where $\Delta$ denotes again the characteristic tail width of the initial particle distribution. The factor two stems from the fact that at each step of the protocol the size of "particle islands" in the tails, as well as the central MI phase, is reduced only by one as compared to two in protocol 1. The final density matrix looks very similar to the one after protocol 1, with the difference that also registers with odd number of atoms appear.
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igure 3.18: Illustration of protocol 2 for the creation of quantum registers. Spin-dependent lattice shifts allow one to remove defects in a correlated way.

### 3.4.3 Pointer atoms and register length control

Given an ensemble of quantum registers we will now show how to create pointer atoms. To be more precise, our goal is to selectively transfer the wo end atoms of each register to a different internal level. These pointer toms enable single-site addressing which can be used to engineer registers of specific length.

## Creation of pointer atoms

Our scheme relies on the same set of operations that is used in current ex periments for entangling atoms located at different lattice sites [47]. We consider quantum registers with one atom per site. Initially all atoms are in internal state $|a\rangle$. A Hadamard transformation puts the atoms in the coherent superposition state $(|a\rangle+|b\rangle) / \sqrt{2}$. One then shifts the $|b\rangle$-lattice one site to the right and waits an appropriate time until the on-site interaction between species $|a\rangle$ and $|b\rangle$ yields a collisional $\pi$-phase. This means that on each site the state $|a\rangle|b\rangle$ is transformed into $-|a\rangle|b\rangle$. After two lattice shifts to the left one waits again until a $\pi$-phase has built up. Then the lattice is shifted back to its original position and a second Hadamard operation is
performed. The resulting state is a again a product state but the end atoms have been promoted to level $|b\rangle$. These atoms can be considered as pointer atoms because they mark the beginning (and the end) of each register and can thus be used to access every site within the register in a deterministic way. In practice, only one pointer atom is needed. The second pointer atom, e.g. the one on the left, can easily be removed by applying the following operation sequence: $S_{-1}, U_{1,1}^{2,0}, E_{b}, U_{2,0}^{1,1}$.

## Manipulation of register length

The pointer atoms can now be used to create an ensemble of registers of fixed length, a feature which is desired for quantum computation and which can even lead to cooling. We first present a protocol that requires only two internal states of the atoms. Then we show that the algorithm can be simplified considerably when a third internal level is included. In both cases we start from a situation where all registers have one pointer atom in state $|b\rangle$ which is located at the right most occupied site of the register.

Protocol based on two internal states: The central idea is to remove atoms selectively from the system by transferring them to the pointer level $|b\rangle$. We first show how to discard all registers which are shorter than a desired length $M$. We start with the sequence: $U_{1,1}^{0,2}, S_{-M}, U_{0,2}^{2,0}, E_{b}$. This ensures that registers of length $N \geq M$ are protected against further modifications because their pointer atoms have been removed. Next we promote atoms in doubly occupied sites to the pointer level and shift this (two-atom) pointer one site to the right. If the pointer hits an occupied site then one atom in $|a\rangle$ will be removed. Iteration of this process removes all atoms on the right of the current pointer position. To be more precise, one has to iterate $M-1$ times the sequence: $U_{2,0}^{0,2}, S_{1}, U_{0,2}^{2,0}, U_{1,2}^{2,1}, E_{b}$. In a last step the remaining doubly occupied sites are emptied via $U_{2,0}^{0,2}, E_{b}$. After creating new pointer atoms the minimal register length is given by $M^{\prime}=M-2$. Again we keep only the pointer atom on the right side. Let us now show how to shorten registers of length $N>M^{\prime}$ to length $M^{\prime}$. We first apply the sequence: $S_{-1}, U_{1,1}^{0,2}, S_{-M^{\prime}}$, $U_{0,2}^{1,1}, S_{-1}$. For the target register of length $M^{\prime}$ this merely transfers one atom from the right end of the register to the left end. For larger registers one obtains a two-atom pointer that can now be used to select and discard all atoms located left of the pointer. This can be accomplished by iterating the sequence: $U_{1,2}^{2,1}, E_{b}, U_{2,0}^{0,2}, S_{-1}$ until all registers with appreciable weight in the density matrix have been shortened to the desired size

Protocol based on three internal states: This protocol is based on the operation $U_{1,1,0}^{0,1,1}$, which transfers an atom from $|a\rangle$ to $|c\rangle$, given that a pointer atom is present. This way one can use the pointer as a "marker"
which allows one to produce registers of desired length $M$ in a very simple manner. One first marks an array of $M$ atoms and then discards all atoms mhich have remained in level $|a\rangle$. The algorithm can be summarized as which have remained in level $|a\rangle$. $S_{-(M-1)}^{2,0,0}, E_{b}, U_{2,0}^{1,1}, U_{1,1,0}^{0,1,1}$; iterate $M-1$ times follows: apply the sequence $S_{-(M-1)}, U_{1,1}, L_{b}, U_{2,0}, L_{1,1,0} ;$
the sequence $S_{1}, U_{1,1,0}^{0,1,1}$; finally apply the operation $E_{a}$.

### 3.5 Perspectives

We have proposed various ground state cooling schemes that allow one to We have proposed various ground state the temperature in current optical lattice setups considerably. A special virtue of our schemes is, that they rely on general concepts which can easily be adapted to different experimental situations. For instance, little modifications ensure that our protocols can be applied both to bosonic and fermionic systems. A second advantage of our protocols is, that they are designed for the no-tunnelling regime and hence do not necessarily require equilibration processes induced by particle hopping and elastic collisions. As a consequence, the time to approach a state close to the ground state does not increase with decreasing initial temperature, rather the opposite is the case.

In this sense, the collection of cooling schemes presented in this chapter can be considered as a toolbox which is tailored for cooling atoms in optical lattice setups. The tool (or combination of tools) which is best suited for a given purpose, can be chosen according to the characteristic features of a specific experimental setup. For instance, in the case of large systems at high temperatures, one can think of combining filtering with the frequency knife method which is then followed by the algorithmic ground state cooling protocol. Or ground state cooling can be combined with adiabatic transformation of the Hamiltonian so as to produce ground states of models different mation the simple Bose-Hubbard considered here. And one should also keep in from the simple Bose-Hubard mind that a 3 D lattice structure
have not been fully explored yet.

The methods introduced here greatly enhance the potential of optical lattice setups for future applications and might pave the way to the experimental realization of quantum simulation and quantum computation in this system. We also hope that the concepts introduced in this work might trigger further research in the direction of ground state cooling in optical lattices.

## Chapter 4

## Adiabatic Path to Fractional Quantum Hall states in Cold Atomic Systems

The creation of highly entangled multi-particle states is one of the most challenging goals of modern experimental quantum mechanics. In this respect atomic systems offer a very promising arena in which entangled states can be created and manipulated with a high degree of control. The experimental difficulty increases, however, with the number of particles that are to be entangled, since the system becomes then more sensitive to decoherence. Starting with a small number of particles as a first step, important achievements have been already obtained in the creation of atomic entangled states. For example, in recent experiments with trapped ions, entangled states of up to 8 ions have been demonstrated [4, 5]. Moreover, in experiments with neutral bosonic atoms in optical lattices Bell-type states have been created by accurately controlling the interactions between neighboring atoms [47]. As a typical feature of most of the experimentally realized entangled states, atoms get entangled through their internal degrees of freedom, keeping separable their motional part.

In this chapter we develop a scheme to create motional entangled states of a small number of atoms in an actual experimental setup with an optical lattice. These states are a sequence of fractional quantum Hall (FQH) states, analogous to the ones that appear in the context of the fractional quantum Hall effect [48, 137]. In contrast to typical atomic entangled states, the particles are here entangled in real space, and not in internal space. This peculiarity makes them specially interesting, for it represents a novel nature of atomic entanglement.
The possibility of creating FQH atomic states as the Laughlin state by rapidly
rotating the trap confining the atoms has been discussed in several theoretical works $[50,51,52,53,54,55,56,57,58]$. However, experiments dealing with typically large number of particles have not yet succeeded in reaching these states. Here, we fully address the case of a small number of particles and design a realistic way of entangling them into FQH states. The experimental setup that we have in mind corresponds to a situation in which a Bose-Einstein condensate is loaded in a deep optical lattice. When the lattice depth is very large tunnelling between different sites is strongly suppressed and the system can be treated as a lattice of independent wells, each of them with a small number of particles. By independently rotating each of these 3D wells [138] the lowest Landau level (LLL) regime can be achieved for each copy. We have studied the problem exactly within the LLL for $N=2, N=3$ and $N=4$ particles per well. The main results of this chapter can be summarized as follows:
(i) For the most interesting case of four atoms we have identified the following sequence of highly entangled stable ground states: the Pfaffian state [139], the $1 / 2$-Laughlin quasiparticle [49] and the $1 / 2$-Laughlin state [49]. The $1 / 2$-Laughlin quasiparticle state (which had never been identified before in an atomic system) is particularly interesting. It is the counterpart of the $1 / 2$-Laughlin quasihole found in [57] and contains a $1 / 2$-anyon.
(ii) Exact knowledge of the spectrum of the system has allowed us to design adiabiatic paths to these states by simultaneously rotating and deforming each of the wells. All parameters and evolution times lie well within the reach of present experimental setups.
(iii) We discuss how to detect these entangled states by measuring different properties, such as their density profile, angular momentum or correlation functions. In particular, we propose a novel technique based on the lattice setup to measure the density-density correlation function of these strongly correlated states. Even though the number of atoms per well is small, the lattice setup allows one to have multiple copies of the system, so that the experimental signal is highly enhanced.
(iv) In Appendix E we study the problem of two interacting particles in a harmonic trap analytically. In particular, we derive a condition for the validity of the pseudo-potential approximation in tight traps, i.e. when the scattering length becomes larger than the typical trap size.

We point out that our findings also show that adiabatically achieving FQH states for rapidly rotating traps with a large number of particles turns out to be very challenging. The reason is that all relevant experimental parameters scale linearly with the number of particles. Nevertheless, we hope that our
results can shed some light on the problems that these current experiments are dealing with, and even may pave the way to new methods of achieving FQH multi-particle entangled states.

### 4.1 Identification of entangled states

We consider a system of bosonic atoms loaded in a 3D optical lattice. We assume a commensurate filling of $N$ atoms per lattice site ${ }^{1}$, and a large value of the lattice depth $V_{0} / E_{R} \gg 1$, where $E_{R}=\hbar^{2} k^{2} / 2 M$ is the recoil energy, $k$ is the wave vector of the laser lattice light, and $M$ the atomic this limit the lattice can by treated as rent
, each of them having $N$ atoms and a trapping frequency $\omega \approx \sqrt{V_{0} E_{R}}$. requency $\Omega$. We will identify a sequence of molls around the direction $x_{3}$ with requency $\Omega$. We will identify a sequence of motional entangled ground states of the $N$ atoms that appear as the frequency $\Omega$ is increased. We will assume the limit of rapid rotation [57]. In this case the motion in the $x_{3}$ direction is frozen, and the motion in the plane of rotation $x_{1}, x_{2}$ is restricted to the LLL [Appendix E]. This implies that in order to project the system onto the LLL we do not need to start with a 2D configuration (as it is the case in previous proposals $[50,51,52,53,54,55,56]$ ), since the fast rotation itself restricts the motion in the direction of the rotation to zero point oscillations. The system is then governed by a two dimensional effective Hamiltonian, which written in units of $\hbar \omega$ has the form:

$$
\begin{equation*}
H=(1-\Omega / \omega) L+2 \pi \eta V \tag{4.1}
\end{equation*}
$$

where $L=\sum_{m=0} m a_{m}^{\dagger} a_{m}$ is the angular momentum operator in the $x_{3}$ direction, and $V=\sum_{m_{1}, m_{2}, m_{3}, m_{4}} V_{m_{1}, m_{2}}^{m_{3}, m_{4}} a_{m_{1}}^{\dagger} a_{m_{2}}^{\dagger} a_{m_{3}} a_{m_{4}}$ is the interaction operator. Here the bosonic operator $a_{m}^{\dagger}\left(a_{m}\right)$ create (anihilate) an atom in the state $|m\rangle$ of the LLL with well defined $x_{3}$ component of the angular momentum $m$. The wave functions of the LLL in complex coordinates read

$$
\begin{equation*}
\varphi_{m}(z)=\langle z \mid m\rangle=\frac{1}{\sqrt{\pi m!}} z^{m} e^{-|z|^{2} / 2}, \tag{4.2}
\end{equation*}
$$

where $z=\left(x_{1}+i x_{2}\right) / \ell, \ell=\sqrt{\hbar / M \omega}$ is the harmonic oscillator length, and $m=0,1, \ldots \infty$. Assuming contact interactions between the atoms th

[^14]interaction coefficients are:
\[

$$
\begin{equation*}
V_{m_{1}, m_{2}}^{m_{3}, m_{4}}=\frac{\left(m_{1}+m_{2}\right)!}{2^{m_{1}+m_{2}} \sqrt{m_{1}!m_{2}!m_{3}!m_{4}!}} \tag{4.3}
\end{equation*}
$$

\]

In Hamiltonian (4.1) we have introduced the important interaction parameter n $\eta=\sqrt{2 / \pi} a_{s} \ell$, with $a_{s}$ being calculations in Appendix E 俍 the pseudo-potential approximation, which und $\begin{aligned} & \text { for tight traps with } a_{s} \gtrsim \ell \text { given that } b a_{s} \ll \ell^{2} \text { and } b \ll \ell \text { are fulfilled. }\end{aligned}$

### 4.1.1 $\quad N=2$

The problem of two interacting particles in a rotating harmonic trap can be solved analytically [Appendix E]. Here we summarize the main results. The Hamiltonian (4.1) is diagonal in the states $\left|m_{r}, m_{c m}\right\rangle$ of well defined relative $\left(m_{r}\right)$ and center of mass $\left(m_{c m}\right)$ angular momentum:

$$
\begin{equation*}
H=\sum_{m_{r}, m_{c m}} E_{m_{r}, m_{c m}}\left|m_{r}, m_{c m}\right\rangle\left\langle m_{r}, m_{c m}\right| \tag{4.4}
\end{equation*}
$$

with $E_{m_{r}, m_{c m}}=\delta_{m_{r}, 0} \eta+(1-\Omega / \omega)\left(m_{r}+m_{c m}\right)$. We note that due to the with $E_{m_{r}, m_{c m}}=\delta_{m_{r}, 0} \eta+(1-\Omega / \omega)\left(m_{r}+m_{c m}\right)$. restriction feel the interaction energy. Moreover we have assumed the weak interaction limit $\eta \ll 1$. It follows that for $\Omega / \omega<1-\eta / 2$ the ground state of the system is $|0,0\rangle$ (with total angular momentum $L=0$ ), which is not entangled, whereas for $\Omega / \omega>1-\eta / 2$ the state $|2,0\rangle$ (with $L=2$ ) becomes energetically favorable [Fig. 4.1a]. This state,

$$
\begin{equation*}
\left\langle z_{1}, z_{2} \mid 2,0\right\rangle \propto\left(z_{1}-z_{2}\right)^{2} e^{-\left|z_{1}\right|^{2} / 2} e^{-\left|z_{2}\right|^{2} / 2} \tag{4.5}
\end{equation*}
$$

is clearly entangled since it cannot be written as a product of two single particle wave functions. It is the Laughlin state $\left|\psi_{L}\right\rangle$ for two particles at filling factor $\nu=1 / 2$ [49]. In order to quantify the entanglement of this state we write it in the basis of states $\left|m_{1} m_{2}\right\rangle$ with well defined single-particle angular momentum. Then the Laughlin state takes the form of a pure two qutrit lar momentum. The: $\left|\psi_{L}\right\rangle=\frac{1}{2}(|02\rangle+|20\rangle)-\frac{1}{\sqrt{2}}|11\rangle$. This is already the Schmidt decomposition of the state, and the entropy of entanglement [84] can immediately calculated to be $E\left(\left|\psi_{L}\right\rangle\right)=1.5$. This value is close to $\log _{2} 3$, corresponding to a maximally entangled pure two qutrit state.


Figure 4.1: Energy spectrum (in units of $\hbar \omega$ ) of the Hamiltonian 4.1 for $\eta=0.1$ as a function of the trap rotation frequency $\Omega / \omega$. (a) $N=2$ : At $\Omega=0.95 \omega$ we observe a level crossing between the Gaussian ground state ( $\mathrm{L}=0$ ) and the Laughlin state ( $\mathrm{L}=2$ ). (b) $N=3$ : The ground state sequence involves a state with odd angular momentum $(L=3)$. In order to reach the $L=6$ Laughlin state with the perturbation (4.9) we will later design an adiabatic path via excited states (red line). The arrow marks the level crossing between the $L=0$ and the $L=6$ state.

### 4.1.2 $N=3$

The case of three particles per lattice well cannot be solved analytically. Therefore we resort to exact numerical diagonalization in order to obtain the multi-particle energy spectrum of the Hamiltonian (4.1). We find that the 1/2-Laughlin state ( $L=6$ ) emerges as ground state after an intermediate state with odd angular momentum $L=3$ [Fig. 4.1b]. As we will explain in the next section, ground states with odd angular momentum cannot be reached using our proposal. Hence we are forced to design appropriate adiabatic paths via excited states, in order to reach the Laughlin state.

### 4.1.3 $N=4$

As the frequency of rotation $\Omega$ increases the ground state of the system passes through a sequence of states with increasing and well defined total angular momentum $L=0,4,8,12$ [Fig. 4.3]. These states can be identified as follows: The state with $L=0$ is a non-entangled state in which all the atoms are condensed in the single-particle Gaussian state with angular momentum $m=0$. The first nontrivial ground state is the $L=4$ state. This state is not,


Figure 4.2: Density profile $\rho(x, y=0)$ of the Laughlin state (red) as compared to the Gaussian ground state $(L=0)$. (a) $N=2$. (b) $N=3$ Note that the spatial width of the distribution increases with $N$.
as one might expect, a single vortex state, in which all the particles would be condensed in the single particle state $m=1$. In contrast, this state is highly entangled and is very close (fidelity $\mathcal{F}=\left|\left\langle\psi \mid \psi_{P f}\right\rangle\right|^{2}=0.95$ ) to the well-known Pfaffian state:

$$
\begin{equation*}
\psi_{P f}([z])=\prod_{i<j}^{4}\left(z_{i}-z_{j}\right) \operatorname{Pf}\left(\frac{1}{z_{i}-z_{j}}\right) \tag{4.6}
\end{equation*}
$$

This state is specially interesting, also in the context of quantum information theory, because its elementary excitations are known to exhibit non-abelian statistics [10]. The next stable state in row $(L=8)$ can be very well characterized (fidelity $\mathcal{F}=0.98$ ) by a Laughlin quasiparticle state:

$$
\begin{equation*}
\psi_{Q P}([z])=\frac{\partial}{\partial z_{1}} \cdots \frac{\partial}{\partial z_{4}} \psi_{L} \tag{4.7}
\end{equation*}
$$

This state is the counterpart of the quasihole excitation, which has previously been studied in the context of $1 / 2$-anyons in rotating Bose-Einstein condensates [57]. Finally, the last stable state is identical to the $\frac{1}{2}$-Laughlin tate, which we have already encountered in the case of two particles per well:

$$
\begin{equation*}
\psi_{L}([z])=\prod_{i<j}^{4}\left(z_{i}-z_{j}\right)^{2} \prod_{k}^{4} e^{\left|z_{k}\right|^{2} / 2} \tag{4.8}
\end{equation*}
$$

This state is an exact eigenstate of (4.1) with zero interaction energy. In Fig. 4.3 we have plotted the density distribution in the $x_{1}, x_{2}$ plane of the different stable ground states. As the frequency of rotation $\Omega / \omega$ increases the wave function spreads, and the interaction between the atoms decreases.


Figure 4.3: Lowest two eigenenergies (in units of $\hbar \omega$ ) of the Hamiltonian (4.1) for 4 particles and $\eta=0.1$ as a function of the trap rotation frequency $\Omega / \omega$. The circles mark the level crossings and $L$ denotes the total angular momentum of the ground state. The ground state sequence can be identified as follows (with fidelity $\mathcal{F}=\left|\left\langle\psi \mid \psi^{\prime}\right\rangle\right|^{2}$ given in brackets): $\mathrm{L}=0$ Gaussian ground state (exact), $\mathrm{L}=4$ Pfaffian state ( 0.95 ), $\mathrm{L}=8$ quasiparticle state (0.98), $\mathrm{L}=12$ Laughlin state (exact). The change of angular momentum can readily be obtained from the increasing width of the density distribution depicted below.

### 4.2 Adiabatic paths to entangled states

The sequence of entangled states we have described above cannot be obtained by simply adiabatically increasing the frequency of rotation $\Omega$. The reason for that is the rotational symmetry which leads to level crossings between different angular momentum states [Fig. 4.3]. In order to pass adiabatically from the zero angular momentum ground state to higher angular momentum states the spherical symmetry of the trapping potential has to be broken. For our optical lattice setup this can be achieved for example by deforming the formerly isotropic trapping potential on each well and letting the deformation rotate with frequency $\Omega$ [138]. In the rotating frame the new trapping potential has the form $V_{p} \propto(\omega+\Delta \omega)^{2} x_{1}^{2}+\omega^{2} x_{2}^{2}$, and the new Hamiltonian
is $H+H_{\epsilon}$, with

$$
\begin{equation*}
H_{\epsilon}=\frac{\epsilon}{4} \sum_{m} \beta_{m} a_{m+2}^{\dagger} a_{m}+(m+1) a_{m}^{\dagger} a_{m}+\text { h.c. } \tag{4.9}
\end{equation*}
$$

where $\beta_{m}=\sqrt{(m+2)(m+1)}$ and $\epsilon=\Delta \omega / \omega$ is a small parameter. The perturbation (4.9) leads to quadrupole excitations, which means a change in angular momentum by two quanta.

### 4.2.1 $\quad N=2$ and $N=4$

We first consider the cases of two and four particles per well. In order to design appropriate adiabatic paths to the entangled states described above, we have computed numerically the energy gap between the ground and first we have computed numericaly the energy excited state as a function of the parameters $\Omega / \omega$ and $\epsilon$ for $N=2$ and $N=4$ [Fig. 4.4].


Figure 4.4: Energy gap (in units of $\hbar \omega$ ) between the ground and first exFigure 4.4: Energy on state as a function of the rotation frequency $\Omega / \omega$ and the trap deformation $\epsilon$ for an interaction strength $\eta=0.1$. The black lines mark appropriate or in state evolution starting from paths $L$. The adiabatic evolution times have for the $L=0$ state. The adiabatic $\sim(2 \pi) 30 \mathrm{kHz}$. Left $(N=2)$ : For a final a typical trapping frequency $\omega \simeq(2 \pi) 30 \mathrm{kHz}$. Left $(\mathrm{L}=2)$ can be reached fidelity $\mathcal{F}=\left|\left\langle\psi(T) \mid \psi_{L}\right\rangle\right|^{2}=0.99$ the Laughlin state ( $\mathrm{L}=2$ ) can be reached within $T=6.5 \mathrm{~ms}$. Right $(N=4)$ : Adiabatic path, evolution time $T$ and fidelity $\mathcal{F}$ for the following final states (see Fig. 4.3): (a) Pfaffian state: $T=8 \mathrm{~ms}, \mathcal{F}=0.99 ;$ (b) Quasiparticle state: $T=12 \mathrm{~ms}, \mathcal{F}=0.99$; (c) Laughlin state: $T=215 \mathrm{~ms}, \mathcal{F}=0.97$.

We first note that the isolines of constant energy gap show an approximately linear behavior. This feature can be easily understood from a perturbative treatment of the Hamiltonian (4.9). To first order, the energy of states with angular momentum $L$ is shifted by an amount $\epsilon L / 4$. Therefore the gap profile for a given $\epsilon$ is very similar to the one for $\epsilon=0$ but shifted an amount $\sim \epsilon$ to larger rotation frequencies. As expected, we find that for $\epsilon \neq 0$ avoided crossings emerge (see Fig. 4.5). The energy gap of the avoided crossings does, however, not in general increase monotonically with the deformation $\epsilon$. Due to the interplay with other excited states, "saddlepoints" appear in the gap profile, which makes the design of appropriate adiabatic paths a nontrivial task. For the stable entangled states of $N=2,4$ identified above these paths are depicted in Fig. 4.4. The actual time needed for the adiabatic path depends on the number of particles as well as on the state we want to achieve. For a typical trapping frequency $\omega=(2 \pi) 30 \mathrm{kHz}$ and an interaction coupling $\eta=0.1$, the evolution times for the $N=2$ Laughlin state as well as for the $L=4$ and $L=8$ states for $N=4$ are of the order of 10 ms . In contrast, the evolution time for the $N=4$ Laughlin state is one order of magnitude larger.


Figure 4.5: Left side: Energy spectrum (in units $\hbar \omega$ ) for $\mathrm{N}=4$ and $\eta=0.1$ in the vicinity of the first level crossing from the $\mathrm{L}=0$ to the $\mathrm{L}=4$ state (see Fig. 4.3 left circle). Using quadrupole excitations $(|\Delta L|=2)$ coupling between these states is provided by the intermediate state $\mathrm{L}=2$. Right side Emergence of an avoided level crossing for a trap deformation $\epsilon=0.06$.

We can understand this result in the following way. For the case of $N=2$ direct coupling of the $L=0$ state to the $L=2$ Laughlin state is mediated by (4.9). For the case of $N=4$ there is no direct coupling between the ground states, since their angular momenta differ by 4 . But, as one can see from the
spectrum in the vicinity of the crossing to the state $L=4$ [Fig. 4.5], there is a state with $L=2$ near the crossing that mediates the coupling between the $L=0$ and the $L=4$ state. A similar situation occurs for the crossing to the $L=8$ state. However, there is no such intermediate state in direct proximity of the crossing to the $N=4$ Laughlin state, which leads to a decrease of the energy gap by one order of magnitude.

### 4.2.2 $\quad N=3$

The case of $N=3$ is somehow special, because here a ground state with odd angular momentum ( $L=3$ ) arises [Fig. 4.1b]. From the nature of the perturbation (4.9) it is clear that ground state evolution is not possible, because angular momentum can only be increased by multiples of two quanta. However, one can design appropriate adiabatic paths via excited levels in order to reach the $1 / 2$-Laughlin state. We first increase the rotation frequency without deforming the trap until we are in the vicinity of the leve crossing between the $L=0$ and the $L=6$ (Laughlin) state [Fig. 4.1b]. We then switch on the perturbation and follow the adiabatic path in parameter space depicted in Fig. 4.6. The required evolution time for a final fidelity $\mathcal{F}=\left|\left\langle\psi(T) \mid \psi_{L}\right\rangle\right|^{2}=0.99^{2}$ is $T \approx 15 \mathrm{~ms}$.

### 4.3 Feasibility

Let us now discuss the experimental feasibility of our proposal for a small number of particles $N$. The crucial assumption in our scheme is the absence of tunnelling between wells resulting in independent 3D harmonic wells. This requires the overlap between Wannier functions on neighboring sites to be small, which can be achieved by increasing the laser intensity. For a single occupied band (small rotation frequency) the assumption of independent wells (Mott regime) is well justified for a laser intensity of $V_{0} \approx 20 E_{r}$ [24]. With increasing rotation frequency higher angular momentum states of the LLL manifold can be occupied. In the laboratory frame of the lattice this corresponds to the occupation of higher bands. In order to obtain a bound on the required laser intensity for the setup [24] we consider the limiting case of the Laughlin state ( $\Omega \approx \omega$ ). As a rough estimate we require for a given $N$ that the radius of the highest occupied angular momentum single particle state $(\approx \sqrt{2 N-1} \ell)$ is much smaller than the separation between lattice site $(a=\pi / k)$. In terms of the laser intensity this translates to the condition:

$$
\begin{equation*}
\left(V_{0} / E_{R}\right)^{1 / 4} \gg \sqrt{2 N-1} / \pi . \tag{4.10}
\end{equation*}
$$



Figure 4.6: Energy gap (in units of $\hbar \omega$ ) between the fourth and sixth energy level for $N=3$ and $\eta=0.1$ as a function of the rotation frequenc $\Omega / \omega$ and the trap deformation $\epsilon$. The fifth energy level involves a stat with odd angular momentum and hence is decoupled from states with eve angular momentum. The adiabatic evolution times $T$ have been calculate for a typical trapping frequency $\omega \simeq(2 \pi) 30 \mathrm{kHz}$. The black line marks the path in parameter space for adiabatically driving the system from the $L=0$ ground state to the $L=6$ (Laughlin) state: (path a) $\Omega / \omega=0.945 \rightarrow 0.959$ $\epsilon=0 \rightarrow 0.035, T=0.7 \mathrm{~ms}$; (path b) $\Omega / \omega=0.959 \rightarrow 0.96, \epsilon=0.035$ $0.015, T=12.7 \mathrm{~ms}$; (path c) $\Omega / \omega=0.96 \rightarrow 0.956, \epsilon=0.015 \rightarrow 0, T=1.5$ ms ; fidelity with Laughlin state $\left|\left\langle\psi(T) \mid \psi_{L}\right\rangle\right|^{2}=0.99^{2}$.

Numerical calculations of hopping and on-site interaction matrix element have confirmed that indeed for $N=2(4)$ and $V_{0} / E_{R} \gtrsim 30(50)$ hopping be comes negligible and wells can be treated independently. We further note that these lower bounds for the laser intensity, which can very well be achieved experimentally, also guarantee the validity of the harmonic approximation.
A second important assumption of our proposal is the projection to the LLL manifold. This implies that the typical energies per particle have to be much smaller than the energy gap to the next Landau lovel, for limiting cases of the $L=0$ state and the Laughlin state, this leads to the conditions $(N-1) \eta / 2,(N-1)(1-\Omega / \omega) \ll 1$, which are easily fulfilled for typical interaction strengths $(\eta \sim 0.1)$ and small $N$.

Finally, in order to adiabatically achieve the entangled states identified above further conditions are required. We analyze the most restrictive case, which corresponds to the Laughlin state. First of all the frequency of rotation
has to be very close to the centrifugal limit Let us find a lower bound to the critical rotation frequency at which the crossing to the Laughlin state appears. This can be done by calculating the rotation frequency at which the Laughlin quasiparticle state, $\psi_{Q P}([z])=\frac{\partial}{\partial z_{1}} \cdots \frac{\partial}{\partial z_{N}} \psi_{L}$, becomes equal in
 angular momentum less than the Laughlin state and an interaction energy $\lesssim \eta$, it follows that $\Omega_{c} / \omega \geq 1-\eta / N$. For the cases of $N=2(4)$ this $\sim$, Fition is in agreement with the exact values found above Secondly, the condition the adiabatic path has to be much smaller than the typical decoherence time. We can estimate this time in the following way. Given the critical frequency above and that the position of the avoided crossing is displaced to larger rotation frequencies an amount proportional to $\epsilon$ it follows that the maximum $\epsilon$ we can have is $\sim \eta / N$, corresponding to a rotation frequency $\Omega / \omega=1$. Assuming an energy gap $\approx \epsilon$ it follows that the ypical evolution time scales as $N / \eta$. For the case of $N=2(4)$ and typical $\eta$ and $\omega$ these times are of the order of tens of miliseconds as exactly found bove, which is much smaller than the typical life time of the lattice states. Finally, a high degree of control of the parameters $\Omega / \omega$ and $\epsilon$ is required to erform the appropriate adiabatic paths. The required precision scales again s $\eta / N$, which for the case of $N=4$ means a control of the parameter space up to the second digit.

From our analysis it follows that the adiabatic creation of the Laughlin state by means of low angular momentum excitations, as quadrupole excitations, becomes very difficult in samples with large number of particles 140, 141]. Even if the centrifugal limit is possible to achieve, as it happens when including an additional $r^{4}$ trapping potential [141], the adiabatic creation of the Laughlin state is still very demanding. One reason is that the rotation frequency and the trap deformation have to be controlled within a precision that also scales linearly with $N$. Furthermore we point out that only the exact knowledge of the multi-particle energy spectrum allows one to design adiabatic paths that minimize the evolution time.

### 4.4 Detection

In this section we consider the important issue of experimental detection by measuring different characteristic properties of the entangled states identified above. As an important feature of our lattice setup of independent wells, we note that any signal will be highly enhanced by a factor equal to the number of occupied lattice sites ( $\sim 150,000[24]$ ).
i) Density profiles. A very characteristic feature of our entangled states
can be found in the density profiles. Due to their large angular momentum they exhibit a strongly extended spatial density distribution compared to the non-entangled $L=0$ state. For the $1 / 2$-Laughlin state the typical radius is given by $\bar{r} \approx \sqrt{2 N-1} \ell$. In the case of $N=2(4)$ this results in a radius that is $\sim 2(3)$ times larger than in the case of the condensate. As proposed in [142] the density profile of states within the LLL can be measured in a time of flight (TOF) image of the atomic system, since the momentum distribution coincides with the density profile for LLL states. In our case of independent 3D wells, a TOF absorption picture after expansion time $t$ will exhibit a broad central peak of the form:

$$
\begin{equation*}
\left.\rho(\mathbf{r}, t) \approx \frac{N_{s}}{(\omega t)^{3}} \right\rvert\, \rho_{0}\left(-i z /(\omega t), x_{3} /\left.(\omega t)\right|^{2} .\right. \tag{4.11}
\end{equation*}
$$

Here, $\rho_{0}\left(z, x_{3}\right)$ is the initial density distribution on a single well. In the TOF image it is enhanced by a factor proportional to the number of lattice sites $N_{s}$ and rescaled by a factor $\omega t \gg 1$. The $\pi / 2$ rotation $z \rightarrow-i z$ leaves isotropic states, like the FQH states described above, unaffected. The underlying assumption of free (interactionless) expansion is justified, since the interaction energy is small compared to the kinetic energy (in the stationary frame).
ii) Angular momentum. For any state within the LLL integration over the density distribution gives $\int d \mathbf{r} r^{2} \rho(\mathrm{r})=L+N$. Thus in the limit of weak interaction the total angular momentum can be extracted directly from the TOF picture
iii) Correlation functions. Here we propose a novel technique that makes directly use of the rich possibilities offered by the optical lattice setup and which allows to measure both the

$$
\begin{equation*}
g_{1}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\left\langle\psi^{\dagger}(\mathbf{r}) \psi\left(\mathbf{r}^{\prime}\right)\right\rangle \tag{4.12}
\end{equation*}
$$

and the

$$
\begin{equation*}
g_{2}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\left\langle\psi^{\dagger}(\mathbf{r}) \psi^{\dagger}\left(\mathbf{r}^{\prime}\right) \psi(\mathbf{r}) \psi\left(\mathbf{r}^{\prime}\right)\right\rangle \tag{4.13}
\end{equation*}
$$

correlation functions. The $g_{2}$ correlation function is for instance very characteristic for a Laughlin state. Since particles can only be at least in relative angular momentum $m_{r}=2$ it follows that $g_{2} \propto\left|r-r^{\prime}\right|^{4}$. This behavior reveals the $\frac{1}{2}$-fractional nature of this Laughlin state.
We consider two species $a$ and $b$ (hyperfine levels) of bosonic atoms, which can be coupled via Raman transitions. We start with atoms in level $a$ and create the entangled state of interest $\left|\Psi_{i}\right\rangle$ with the method described above. Next we apply a $\pi / 2$-pulse with the laser and create an equal superposition of $a$ and $b$ states. Finally, we shift the lattice potential trapping atoms of type $b$ (as proposed in [46] and realized in [47]) by a distance $\mathbf{r}_{0}$ small compared
to the lattice spacing and perform another $\pi / 2$-pulse. In the Heisenberg picture this procedure corresponds to the following transformation of the field operator for species $a$

$$
\begin{equation*}
\psi_{a}(\mathbf{r}) \rightarrow \psi_{a}(\mathbf{r})+\psi_{a}\left(\mathbf{r}+\mathbf{r}_{\mathbf{0}}\right) \tag{4.14}
\end{equation*}
$$

Thus the density distribution of atoms of type $a$ in this new state $\left|\Psi_{f}\right\rangle$ contains information about the $g_{1}$ correlation function of the original state:

$$
\begin{align*}
& \left\langle\Psi_{f}\right| \psi_{a}^{\dagger}(\mathbf{r}) \psi_{a}(\mathbf{r})\left|\Psi_{f}\right\rangle=  \tag{4.15}\\
& \left\langle\Psi_{i}\right|\left(\psi_{a}^{\dagger}(\mathbf{r})+\psi_{a}^{\dagger}\left(\mathbf{r}+\mathbf{r}_{\mathbf{0}}\right)\right)\left(\psi_{a}(\mathbf{r})+\psi_{a}\left(\mathbf{r}+\mathbf{r}_{\mathbf{0}}\right)\right)\left|\Psi_{i}\right\rangle .
\end{align*}
$$

Using this procedure we can also measure higher order correlation functions like $g_{2}$. In this case measuring the interaction energy of the final state will allow us to calculate the $g_{2}$ of the initial state. For instance, for the Laughlin state we find:

$$
\begin{aligned}
E_{\text {int }}\left(\mathbf{r}_{0}\right) & =\frac{\pi \eta}{4} \int d \mathbf{r}\left\langle\Psi_{i}\right| \psi_{a}^{\dagger}(\mathbf{r}) \psi_{a}^{\dagger}\left(\mathbf{r}+\mathbf{r}_{0}\right) \psi_{a}(\mathbf{r}) \psi_{a}\left(\mathbf{r}+\mathbf{r}_{0}\right)\left|\Psi_{i}\right\rangle \\
& =\frac{\pi \eta}{4} \int d \mathbf{r} g_{2}\left(\mathbf{r}, \mathbf{r}+\mathbf{r}_{0}\right)
\end{aligned}
$$

The interaction energy is, unfortunately, not directly accessible experimenally. However, the total energy of the final state can be obtained from integrating over the TOF absorption picture, since energy is conserved during the time of flight. For small coupling $\eta$, however, the measurable effect due to interactions will be small compared to the kinetic part of the energy In addition, the kinetic energy itself shows a significant dependence on the shifting $r_{0}$, which has to be distinguished from the interaction. Hence, we propose to tune the scattering length $a_{s}$ (e.g. via a photo association induced Feshbach resonance [143]) and to measure the interaction energy both in the weak and strong scattering limit. The difference would then reveal the characteristic behavior of the $g_{2}$ correlation function.

We finally note that, as a further way of detection for the $N=4$ Laughlin state, a strong reduction of the three body losses should be observed.

## Appendix A

## Proof of the lower bound on LE

## A. 1 Theorem on connected correlation functions and local measurements

Here we present the proof of the following theorem:
Given a (pure or mixed) state $\rho$ of $N$ qubits with connected correlation function $Q_{A B}^{i j}$ (2.22) between the spins $i$ and $j$ and directions $\vec{a}, \vec{b}$, then there always exists a basis in which one can locally measure the other spins such that this correlation does not decrease, on average.
Proof
Using the notation of Sect. 2.4 we have to show that there exists a measurement $\mathcal{M}$ such that:

$$
\begin{equation*}
\left|Q_{A B}^{i j}\left(\rho^{i j}\right)\right| \leq \sum_{s} p_{s}\left|Q_{A B}^{i j}\left(\rho_{s}^{i j}\right)\right| \tag{A.1}
\end{equation*}
$$

To this end let us first consider mixed states of three qubits. A mixed 3-qubit density operator can be parameterized by four $4 \times 4$ blocks

$$
\rho=\left[\begin{array}{cc}
\rho_{1} & \sigma  \tag{A.2}\\
\sigma^{\dagger} & \rho_{2}
\end{array}\right] .
$$

Since local unitary operations can be absorbed in $\rho$ it is sufficient to consider the $Q_{z z}^{12}$ correlations. Thus, the original correlations are completely determined by the diagonal elements of the reduced density operator $\rho_{1}+\rho_{2}$ A von Neumann measurement in the basis
on the third qubit results in the hermitian unnormalized 2-qubit operators

$$
\begin{align*}
X_{ \pm}:= & \langle \pm| \rho| \pm\rangle=\frac{\rho_{1}+\rho_{2}}{2} \pm \cos (\theta) \frac{\rho_{1}-\rho_{2}}{2}  \tag{A.5}\\
& \pm \sin (\theta)\left(\cos (\phi) \frac{\sigma+\sigma^{\dagger}}{2}+\sin (\phi) \frac{i\left(\sigma-\sigma^{\dagger}\right)}{2}\right)
\end{align*}
$$

with probabilities $p_{ \pm}=\operatorname{Tr}\left(X_{ \pm}\right)$conditioned on the outcome $\{+\}$or $\{-\}$. From these equations we see that the $S U(2)$ transformation on the third qubit can be accounted for by a $S O(3)$ rotation of the $z$-axis, defined by the unit vector:

$$
\begin{equation*}
\vec{x}:=[\cos (\theta) ; \sin (\theta) \cos (\phi) ; \sin (\theta) \sin (\phi)] \tag{A.6}
\end{equation*}
$$

As noted above we have to consider only the diagonal parts of the measurement outcomes $X_{ \pm}$, which can be represented in terms of the column vectors:

$$
\begin{equation*}
\vec{X}_{ \pm}:=\frac{1}{2} R\binom{1}{ \pm \vec{x}} \tag{A.7}
\end{equation*}
$$

where $R$ is the real $4 \times 4$ matrix whose columns consist of the diagonal lements of the matrices $\left(\rho_{1}+\rho_{2}\right),\left(\rho_{1}-\rho_{2}\right),\left(\sigma+\sigma^{\dagger}\right), i\left(\sigma-\sigma^{\dagger}\right)$.

Pron form:

$$
p_{+}\left|Q_{z z}\left(X_{+} / p_{+}\right)\right|+p_{-}\left|Q_{z z}\left(X_{-} \mid p_{-}\right)\right| \geq\left|Q_{z z}\left(X_{+}+X_{-}\right)\right|
$$

Inserting $1=\operatorname{tr}\left(\vec{X}_{ \pm} / p_{ \pm}\right)$in the definition of $Q_{z z}$, this inequality can be transformed in a bilinear form in $\vec{x}$ :

$$
\frac{1}{p_{+}}\left|\left(\begin{array}{ll}
1 & \vec{x}^{T} \tag{A.8}
\end{array}\right) S\binom{1}{\vec{x}}\right|+\frac{1}{p_{-}}\left|\left(1-\vec{x}^{T}\right) S\binom{1}{-\vec{x}}\right| \geq|4 \alpha|
$$

Here $\alpha$ is the first element of the matrix

$$
S:=R^{T}\left(\sigma_{y} \otimes \sigma_{y}\right) R=\left[\begin{array}{cc}
\alpha & \vec{\beta}^{T}  \tag{A.9}\\
\vec{\beta} & Q
\end{array}\right]
$$

and $\vec{\beta}, Q$ are defined as $3 \times 1$ and $3 \times 3$ blocks, respectively. Without loss of generality we can assume that $\alpha$ is positive and thus remove the absolute value sign in (A.8). Some straightforward algebra yields then the sufficient inequality:

$$
\begin{equation*}
\vec{x}^{T}(A+B) x \geq 0 \tag{A.10}
\end{equation*}
$$

with

$$
\begin{equation*}
A:=\alpha\left(\vec{c}-\frac{\vec{\beta}}{\alpha}\right)\left(\vec{c}-\frac{\vec{\beta}}{\alpha}\right)^{T}, \quad B:=Q-\frac{\vec{\beta} \vec{\beta}^{T}}{\alpha} \tag{A.11}
\end{equation*}
$$

## A. 1 Theorem on connected correlation functions and local

 measurementswhere $\vec{c}$ is such that $p_{ \pm}=\left(1 \pm \vec{c}^{T} \vec{x}\right) / 2$. We now have to show that the matrix $A+B$ has at least one positive eigenvalue. From the form of $A$ one immediately sees that it is positive semidefinite $(\alpha>0)$. The matrix $B$ requires more work. First we note that the matrix $\sigma_{y} \otimes \sigma_{y}$ in (A.9) has two negative and two positive eigenvalues. Assuming nonsingular $R$ it follows from Sylvester's law of inertia [144] that $S$ also has two positive and two negative eigenvalues ${ }^{1}$, and so has the inverse $S^{-1}$. Now $B$ is the inverse of the Schur complement of $\alpha$, and hence corresponds to a principal $3 \times 3$ block of the matrix $S^{-1}$.

$$
S^{-1}=\left(\begin{array}{cc}
* & *  \tag{A.12}\\
* & B^{-1}
\end{array}\right)
$$

where the entries $*$ are of no interest here. Let us denote the eigenvalues of $S^{-1}$ in algebraic increasing order by $\lambda_{1} \ldots \lambda_{4}$ and those of $B^{-1}$ by $\mu_{1} \ldots \mu_{3}$. From the interlacing properties of eigenvalues of principal blocks [144], we obtain the following relation:

$$
\begin{equation*}
\lambda_{1} \leq \mu_{1} \leq \lambda_{2} \leq \mu_{2} \leq \lambda_{3} \leq \mu_{3} \leq \lambda_{4} . \tag{A.13}
\end{equation*}
$$

Knowing that $\lambda_{3}>0$ we deduce that $B^{-1}$ posesses at least one positive eigenvalue, and so does $B$. The existence of one positive eigenvalue in $A+B$ ensures that one can always find a measurement direction $\vec{x}$ such that the inequality (A.10) is fulfilled. We have proven the theorem for a mixed three qubit state. However, this result can immediately be extended to arbitrary $N$. To see this let us consider e.g. the correlation $\left|Q_{z z}\left(X_{+} / p_{+}\right)\right|$for one of the measurement outcomes on the third qubit. The two qubit state $X_{+}$can be expanded in a basis corresponding to a measurement of the fourth qubit $\left(X_{+}=Y_{+}+Y_{-}\right)$. The theorem can now be applied with respect to the states $Y_{ \pm}$and so forth, completing the proof. -

Note that the proof is constructive and allows to determine a measurement strategy that would at least achieve the bound reported.

Let us now show that the above result can also be generalized to a setup where the spins $i$ and $j$ can have any dimension, but the measurements are still performed on qubits. To be more specific we consider the operator $S_{A}^{i} \otimes S_{B}^{j}$ acting on a bipartite state $\rho_{i j}$ of arbitrary dimension. Since local unitary transformations can always be absorbed in the definition of $\rho_{i j}$ we can choose $S_{A}^{i}$ and $S_{B}^{j}$ to be diagonal. The correlation function can then be

[^15]written in the bilinear form:
\[

$$
\begin{aligned}
Q_{A B}^{i j} & =\operatorname{tr}\left[\rho_{i j}\left(S_{A}^{i} \otimes S_{B}^{j}\right)\right]-\operatorname{tr}\left[\rho_{i j}\left(S_{A}^{i} \otimes \mathbb{1}\right)\right] \operatorname{tr}\left[\rho_{i j}\left(\mathbb{1} \otimes S_{B}^{j}\right)\right] \\
& =\frac{1}{2} \vec{x}^{T}\left(\vec{a} \overrightarrow{\mathrm{1}}^{T}-\overrightarrow{1} \vec{a}^{T}\right) \otimes\left(\vec{b} \overrightarrow{1}^{T}-\overrightarrow{1} \vec{b}^{T}\right) \vec{x},
\end{aligned}
$$
\]

where the column vectors $\vec{x}, \vec{a}$ and $\vec{b}$ are representing the diagonal elements of the matrices $\rho_{i j}, S_{A}^{i}$ and $S_{B}^{j}$, and $\overrightarrow{1}$ is a column vector with all ones. Thus the matrix $Z:=\left(\vec{a} \overrightarrow{1}^{T}-\overrightarrow{1} \vec{a}^{T}\right) \otimes\left(\vec{b} \overrightarrow{1}^{T}-\overrightarrow{1} \vec{b}^{T}\right)$ replaces the matrix $\sigma_{y} \otimes \sigma_{y}$ in the definition (A.9). $Z$ is the tensor product of two antisymmetric matrices of rank two and therefore has two positive and two negative eigenvalues. This property is sufficient to fulfill the inequality (A.10).

## A. 2 Relation between correlation functions and bipartite entanglement

In this section we are interested in establishing a relation between the maximum connected correlation function and the entanglement of a pure bipartite state. In the following we will only consider bipartite qubit and qutrit states.

## A.2.1 Two-qubit states

For an arbitrary two-qubit state $\rho$ we want to maximize the correlation function:

$$
\begin{equation*}
Q_{A B}^{i j}=\operatorname{tr}\left[\rho\left(S_{A}^{i} \otimes S_{B}^{j}\right)\right]-\operatorname{tr}\left[\rho\left(S_{A}^{i} \otimes \mathbb{1}\right)\right] \operatorname{tr}\left[\rho\left(\mathbb{1} \otimes S_{B}^{j}\right)\right] \tag{A.15}
\end{equation*}
$$

For qubits we can parametrize $S_{A}$ and $S_{B}$ by the three-dimensional unit vectors $\vec{a}, \vec{b}$ :

$$
\begin{align*}
S_{A} & =\vec{\sigma} \cdot \vec{a}  \tag{A.16}\\
S_{B} & =\vec{\sigma} \cdot \vec{b} \tag{A.17}
\end{align*}
$$

where $\vec{\sigma}=\left(\sigma_{x} \sigma_{y} \sigma_{z}\right)$. The correlation can then be written in the form:

$$
Q_{A B}=\sum_{\alpha \beta} a_{\alpha} Q_{\alpha \beta} b_{\beta}=: \vec{a}^{T} Q \vec{b} \quad(\alpha, \beta=x, y, z)
$$

The matrix elements $Q_{\alpha \beta}$ of the $3 \times 3$ matrix $Q$ are defined by (A.15) with $S_{A}=\sigma_{\alpha}, S_{B}=\sigma_{\beta}$. Clearly the maximum value for $Q_{A B}$ is given by the largest singular value of the matrix $Q$.

For a pure state $\rho=|\psi\rangle\langle\psi|$ the matrix $Q$ can be computed using the Schmidt decomposition $|\psi\rangle=\sum_{i} \lambda_{i}\left|i_{A}\right\rangle \otimes\left|i_{B}\right\rangle$ with $\lambda_{i} \geq 0$. Note that local
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unitary transformations can always be absorbed in the definition of $S_{A}$ and $S_{B}$. In this representation the matrix $Q$ is diagonal and one can show that the maximum value is given by $Q_{x x}=2 \lambda_{1} \lambda_{2}$. It can easily be checked that this expression is equal to the concurrence $C$ as defined in (2.4). Thus we have shown that the entanglement of a pure two-qubit state $|\psi\rangle$ as measured by the concurrence $C$ is equal to the maximum correlation function:

$$
\begin{equation*}
\max _{\vec{a}, \vec{b}}\left(Q_{A B}(|\psi\rangle)\right)=Q_{x x}(|\psi\rangle)=C(|\psi\rangle)=2 \lambda_{1} \lambda_{2} . \tag{A.19}
\end{equation*}
$$

## A.2.2 Two-qutrit states

As in the qubit case we consider correlations of the form (A.15). In generalization to the usual spin-1 operators we want to maximize with respect to the bounded operators $-\mathbb{1} \leq S_{A}, S_{B} \leq \mathbb{1}$. In the forthcoming discussion we will only consider pure states. In Schmidt decomposition we have $|\psi\rangle=\sum_{i=1}^{3} \lambda_{i}|i\rangle \otimes|i\rangle$ with $\lambda_{i} \geq 0$ and $\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}=1$. Let us begin with rewritting the correlation function:

$$
\begin{align*}
Q_{A B} & =\operatorname{tr}_{A}\left(S_{A}\left(\rho_{1}-\beta D\right)\right.  \tag{A.20}\\
& =\operatorname{tr}_{B}\left(S_{B}\left(\rho_{2}-\alpha D\right)\right. \tag{A.21}
\end{align*}
$$

Here we have defined the $3 \times 3$ matrices:

$$
\begin{align*}
\rho_{1} & :=\operatorname{tr}_{B}\left(\mathbb{1} \otimes S_{B} \rho\right)=D^{\frac{1}{2}} S_{B}^{T} D^{\frac{1}{2}}  \tag{A.22}\\
\rho_{2} & :=\operatorname{tr}_{A}\left(S_{A} \otimes \mathbb{1} \rho\right)=D^{\frac{1}{2}} S_{A} D^{\frac{1}{2}},  \tag{A.23}\\
D & :=\operatorname{diag}\left(\lambda_{1}^{2}, \lambda_{2}^{2}, \lambda_{3}^{2}\right), \tag{A.24}
\end{align*}
$$

and the scalars $\alpha=\operatorname{tr}\left(\rho_{2}\right), \beta=\operatorname{tr}\left(\rho_{1}\right)$. We further introduce the eigenvalue decomposition $\rho_{1}-\beta D=U E U^{\dagger}$. Note that the diagonal matrix $E$ has zero trace and thus has at least one negative entry. Now one immediately sees from (A.20) that $Q_{A B}$ is maximized if $S_{A}$ has the same eigenvectors as $\rho_{1}-\beta D$ and if its eigenvalues are given by the sign of the matrix $E$. Hence we can formulate the following relations that hold for the maximum correlation function:

$$
\begin{align*}
& \text { (i) } S_{A}=U \operatorname{sign}(\mathrm{E}) \mathrm{U}^{\dagger} \quad \text { with } \operatorname{tr}(\mathrm{E})=0  \tag{A.25}\\
& \text { (ii) }\left[S_{A}, \rho_{1}-\beta D\right]=0  \tag{A.26}\\
& \text { (iii) }\left[S_{B}, \rho_{2}-\alpha D\right]=0 \tag{A.27}
\end{align*}
$$

These conditions lead to the simple commutator relation $[D, M]=0$ where $M:=U(|E|-\alpha E) U^{\dagger}$. Since $M$ commutes with the diagonal matrix $D$ it has

## A. 2 Relation between correlation functions and bipartite

 entanglementThe asymmetric solution can also be worked out, but is difficult to cast in a nice analytical form. For our purpose it is enough to establish the following relation for the optimal rotation angles:

$$
\begin{align*}
& a\left(\cos (\theta)+\cos \left(\theta^{\prime}\right)\right)=-b\left(1+\cos (\theta) \cos \left(\theta^{\prime}\right)\right)  \tag{A.33}\\
& a:=\lambda_{2}^{2}+\lambda_{3}^{2}-\left(\lambda_{3}^{2}-\lambda_{2}^{2}\right)^{2}  \tag{А.34}\\
& b:=\lambda_{1}^{2}\left(\lambda_{3}^{2}-\lambda_{2}^{2}\right) \tag{A.35}
\end{align*}
$$

It can easily be verified that $a, b>0$ and $a \geq b$. Inserting (A.33) in $Q_{A B}$ (A.29) it follows that the asymmetric solution can be upper bounded by:

$$
\begin{equation*}
Q_{A B}^{a s y m} \leq \lambda_{1}^{2}-\lambda_{1}^{4}-\frac{b^{2}}{a}+2 \lambda_{2} \lambda_{3} \tag{A.36}
\end{equation*}
$$

Straightforward analysis shows that the two-qubit limit $\left(\lambda_{1}=0\right)$ yields an upper bound for the maximum correlation in the two-qutrit case:

$$
\begin{equation*}
Q_{A B}^{\text {max }}:=\max \left(Q_{A B}^{s y m}, Q_{A B}^{\text {diag }}, Q_{A B}^{a s y m}\right) \leq\left. 2 \lambda_{2} \lambda_{3}\right|_{\lambda_{1}=0} \tag{A.37}
\end{equation*}
$$

The maximum correlation function decreases if the number of non-zero Schmidt coefficients increases. Thus $Q_{A B}^{m a x}$ cannot be used for measuring entanglement as in the qubit case. The entropy of entanglement $E(|\psi\rangle)$ [84], on the contrary, increases with the number of non-zero Schmidt coefficients. A fact that follows directly from the concavity property of $E(|\psi\rangle)$. Hence the $\lambda_{1}=0$ case $E(|\psi\rangle)=f\left(\left.2 \lambda_{2} \lambda_{3}\right|_{\lambda_{1}=0}\right)$, with $f$ being the convex function (2.5), yields a lower bound on the entropy of entanglement. From this it follows that the entanglement of a pure two-qutrit state is lower bounded by the maximum correlation function:

$$
E(|\psi\rangle) \geq f\left(Q_{A B}^{\max }\right)
$$

## Appendix B

## Analytical calculation of the string order parameter and the LE for MPS

We consider a matrix-product state (MPS) (2.30) with qubit bonds ( $D=2$ ). In the case of OBC and qubits at the endpoints $(i=0, N+1)$ this (unnormalized) MPS state can be written in the form:

$$
\begin{equation*}
|\psi\rangle=\sum_{\alpha, i_{1} \ldots i_{N}, \beta} \vec{a}^{\alpha} A^{i_{1}} \ldots A^{i_{N}} \vec{b}^{\beta}|\alpha\rangle\left|i_{1} \ldots i_{N}\right\rangle|\beta\rangle, \tag{B.1}
\end{equation*}
$$

where $\vec{a}$ and $\vec{b}$ are two dimensional row and column vectors, respectively, and $\alpha, \beta \in\{0,1\}$. We are interested in the string order pectorameter (2.48) between MPS, we can write.

$$
\begin{equation*}
Q_{S O}^{0, N+1}=\frac{\vec{E}_{\sigma_{z}}^{a}\left(E_{R}\right)^{N} \vec{E}_{\sigma_{z}}^{b}}{\vec{E}_{\mathbb{I}}^{a}\left(E_{\mathbb{1}}\right)^{N} \vec{E}_{\mathbb{1}}^{b}} . \tag{B.2}
\end{equation*}
$$

In the limit of large $N$ and diagonalizable $E_{R}\left(E_{\mathbb{1}}\right)$ only the maximum eigen-
value $\lambda_{R}\left(\lambda_{\mathbb{I}}\right)$ will survive:

$$
\begin{equation*}
\xi_{S O}:=\lim _{N \rightarrow \infty} Q_{S O}^{0, N+1}=\frac{\left(\vec{E}_{z}^{a} \vec{r}_{R}\right)\left(\vec{l}_{R} \vec{E}_{\sigma_{z}}^{b}\right)}{\left(\vec{E}_{\mathbb{1}}^{a} \vec{r}_{\mathbb{1}}\right)\left(\vec{l}_{\mathbb{1}} \vec{E}_{\mathbb{1}}^{b}\right)}\left(\frac{\lambda_{R}}{\lambda_{\mathbb{I}}}\right)^{N}, \tag{B.3}
\end{equation*}
$$

where $\vec{l}_{O}$ and $\vec{r}_{O}$ denote the left and right eigenvectors of $E_{O}$.
In the case of the AKLT model and for the basis (2.47), we have: $A^{1}=i \sigma_{y}$, $A^{2}=\sigma_{z}$ and $A^{3}=\sigma_{x}$. Hence one finds

$$
\begin{align*}
& E_{\mathbb{1}}=\sigma_{x} \otimes \sigma_{x}-\sigma_{y} \otimes \sigma_{y}+\sigma_{z} \otimes \sigma_{z},  \tag{B.4}\\
& E_{R}=-\sigma_{x} \otimes \sigma_{x}+\sigma_{y} \otimes \sigma_{y}+\sigma_{z} \otimes \sigma_{z},
\end{align*}
$$

and $\lambda_{R}=\lambda_{\mathbb{1}}=3$. Realizing that $\vec{a}^{\alpha}$ and $\vec{b}^{\beta}$ are representing unit vectors in the standard basis, we obtain the result: $\xi_{\text {SO }}=1$.

Let us now show how to calculate the LE between the endpoints of the chain for states of the form (B.1). Since the end spins are represented by qubits we can use the concurrence (2.4) as entanglement measure, which simplifies the calculation considerably. For the basis $\mathcal{M}=\{|i\rangle\langle i|\}$ the average entanglement can be written as [74]:

$$
\begin{equation*}
L_{0, N+1}^{\mathcal{M}, C}=\frac{\sum_{i_{1} \ldots i_{N}} 2\left|\operatorname{det}\left(A^{i_{1}} \ldots A^{i_{N}}\right)\right|}{\vec{E}_{\mathbb{1}}^{a}\left(E_{\mathbb{1}}\right)^{N} \vec{E}_{\mathbb{1}}^{b}} \tag{B.6}
\end{equation*}
$$

Since the determinant factorizes, we obtain

$$
\begin{equation*}
L_{0, N+1}^{\mathcal{M}, C} \rightarrow \frac{2}{\left(\vec{E}_{\mathbb{1}}^{a} \vec{r}_{\mathbb{1}}\right)\left(\vec{l}_{\mathbb{1}} \vec{E}_{\mathbb{1}}^{b}\right)}\left(\frac{\sum_{i}\left|\operatorname{det}\left(A^{i}\right)\right|}{\lambda_{\mathbb{1}}}\right)^{N}, \tag{B.7}
\end{equation*}
$$

in the limit of large $N$. The basis which maximizes $L^{\mathcal{M}, C}$ is clearly the same basis, which maximizes the expression $\sum_{i}\left|\operatorname{det}\left(A^{i}\right)\right|$. This problem is equivalent to calculating the EoA of the $D^{2} \times D^{2}$ state $A^{\dagger} A$ :

$$
\begin{equation*}
E_{A}(A):=\sup _{\mathcal{M}} \sum_{i}\left|\operatorname{det}\left(A^{i}\right)\right|=\operatorname{tr}\left|A^{T}\left(\sigma_{y} \otimes \sigma_{y}\right) A\right| . \tag{B.8}
\end{equation*}
$$

The elements of the $(2 S+1) \times D^{2}$ matrix $A$ are given by $A_{i,(\alpha \beta)}=A_{\alpha, \beta}^{i}$. Hence we found a necessary and sufficient condition for long range order in the entanglement (i.e. non-vanishing $L_{0, N+1}^{C}$ for $N \rightarrow \infty$ ): The expression $E_{A}(A)$ has to be equal to the largest eigenvalue, $\lambda_{\mathbb{1}}$, of the matrix $E_{\mathbb{1}}$. For the AKLT model, one can easily check that this condition is indeed fulfilled, and that $L_{0, N+1}^{C}=1$.
The ground state of the AKLT thus exhibits long range order both in terms of the LE and the string order parameter.

## Appendix C

## Fermionization of the Bose-Hubbard model

We start from the single-band Bose-Hubbard Hamiltonian (3.2) and restrict the occupation numbers at each lattice site $k$ to $n_{k} \in\{0,1,2\}$. In this truncated basis the Hamiltonian reads:

$$
\begin{align*}
H & =\sum_{k}\left[b k^{2}|1\rangle_{k}\langle 1|+2\left(b k^{2}+U\right)|2\rangle_{k}\langle 2|\right. \\
& -J\left(| 0 \rangle _ { k } | 1 \rangle _ { k + 1 } \left\langle\left.1\right|_{k}\left\langle\left. 0\right|_{k+1}+\text { h.c. }\right)\right.\right. \\
& -\sqrt{2} J\left(| 0 \rangle _ { k } | 2 \rangle _ { k + 1 } \left\langle\left.1\right|_{k}\left\langle\left. 1\right|_{k+1}+\text { h.c. }\right)\right.\right. \\
& -\sqrt{2} J\left(| 2 \rangle _ { k } | 0 \rangle _ { k + 1 } \left\langle\left.1\right|_{k}\left\langle\left. 1\right|_{k+1}+\text { h.c. }\right)\right.\right. \\
& -2 J\left(|2\rangle_{k}|1\rangle_{k+1}\left\langle\left. 1\right|_{k}\left\langle\left. 2\right|_{k+1}+\text { h.c. }\right)\right] .\right. \tag{C.1}
\end{align*}
$$

One can now embed the three dimensional single site Hilbert space $\mathcal{H}_{B}=\mathbb{C}^{3}$ into the composite Hilbert space $\mathcal{H}_{F}=\mathbb{C}^{2} \otimes \mathbb{C}^{2}$ of two species of hard-core bosons by applying the following mapping:

$$
\begin{align*}
|2\rangle= & \frac{1}{\sqrt{2}}\left(a^{\dagger}\right)^{2}|\mathrm{vac}\rangle
\end{align*} \rightarrow \tilde{c}^{\dagger} \tilde{d}^{\dagger}|\mathrm{vac}\rangle, ~ 土 a^{\dagger}|\mathrm{vac}\rangle \rightarrow \tilde{c}^{\dagger}|\mathrm{vac}\rangle .
$$

Note that singly occupied bosonic states are mapped exclusively to the $\tilde{\sim} \tilde{\sim}_{-}$ manifold, i.e. we omit the possibility of having one particle in the the $\tilde{d}$ manifold and no particle in the $\tilde{c}$-manifold on the same site. After transforming hard-core bosons to fermions, $\tilde{c}, \tilde{d} \rightarrow c$, $d$, via a Jordan-Wigner trans-
formation one obtains the following fermionic Hamiltonian:

$$
\begin{align*}
H & =\sum_{k}\left[b k^{2} c_{k}^{\dagger} c_{k} d_{k} d_{k}^{\dagger}+\left(b k^{2}+U\right) c_{k}^{\dagger} c_{k} d_{k}^{\dagger} d_{k}\right. \\
& -J\left(c_{k}^{\dagger} c_{k+1} d_{k} d_{k}^{\dagger} d_{k+1} d_{k+1}^{\dagger}+\text { h.c. }\right) \\
& -\sqrt{2} J\left(c_{k}^{\dagger} d_{k+1} d_{k} d_{k}^{\dagger} c_{k+1}^{\dagger} c_{k+1}+\text { h.c. }\right) \\
& -\sqrt{2} J\left(d_{k}^{\dagger} c_{k+1} c_{k} c_{k}^{\dagger} d_{k+1}^{\dagger} d_{k+1}^{\dagger}+\text { h.c. }\right) \\
& \left.-2 J\left(d_{k}^{\dagger} d_{k+1} c_{k} c_{k}^{\dagger} c_{k+1} c_{k+1}^{\dagger}+\text { h.c. }\right)\right] \tag{C.3}
\end{align*}
$$

This Hamiltonian can also be written in the form $H=P^{\dagger} \tilde{H} P$, where $\tilde{H}$ is the quadratic Hamiltonian (3.13) and $P$ denotes the projection on the subspace, which is defined by $c_{k}^{\dagger} d_{k}=0$ for all sites $k$. This implies that bosonic atoms in an optical lattice can effectively be described in terms of the quadratic Hamiltonian (3.13), given that the probability of finding a particle-hole pair is negligible, i.e. $\left\langle c_{k} c_{k}^{\dagger} d_{k}^{\dagger} d_{k}\right\rangle \approx 0$.

## Appendix D

## Numerical description of classical density matrices in terms of MPS

Our algorithmic protocols establish classical correlations between different lattice sites, when applied to thermal states in the no-tunnelling regime. Hence, a description in terms of independent wells (as in (3.6)) is no longer adequate. Therefore we refer to a representation in terms of matrix product states (MPS).

To be more precise, for a 1D lattice of length $L$ we want to map a classical density matrix of the form

$$
\begin{equation*}
\rho=\sum_{\{i\}} \rho^{i_{1} \ldots i_{L}}\left|i_{1} \ldots i_{L}\right\rangle\left\langle i_{1} \ldots i_{L}\right| \tag{D.1}
\end{equation*}
$$

onto a pure state in MPS form:

$$
\begin{equation*}
|\psi\rangle=\sum_{\{i\}} A_{1}^{i_{1}} A_{2}^{i_{2}} \ldots A_{L}^{i_{L}}\left|i_{1} \ldots i_{L}\right\rangle \tag{D.2}
\end{equation*}
$$

Here, $A^{i_{k}}$ denote matrices of dimension $D \times D$ and $i_{k} \in\{0, \ldots, d-1\}$ is the arcupation number of site $k$. The matrices at the endpoints, $A_{1}^{i_{1}}$ and $A_{L}^{i_{L}}$, are $1 \times D$ and $D \times 1$ vectors, respectively. The mapping from $\rho$ to $|\psi\rangle$ can easily be accomplished by setting: $\rho^{i_{1} \ldots i_{L}}=A_{1}^{i_{1}} A_{2}^{i_{2}} \ldots A_{L}^{i_{L}}$.
Expectation values for operators of the form $\hat{O}=\hat{O}_{1} \otimes \hat{O}_{2} \ldots \otimes \hat{O}_{L}$ are calculated according to the relation

$$
\begin{equation*}
\langle\hat{O}\rangle=\operatorname{tr} \hat{O} \rho=\prod_{k=1}^{L} \sum_{i_{k}=1}^{d}\left\langle i_{k}\right| \hat{O}_{k}\left|i_{k}\right\rangle A_{k}^{i_{k}} . \tag{D.3}
\end{equation*}
$$

Local operations on $\rho$, like unitary operations $U_{n, m}^{n^{\prime}, m^{\prime}}$ (3.15) or filter oprations (3.16), amount to transformations of the local matrices $A_{k}^{i_{k}}$ in the MPS picture. For illustration, let us consider a completely positive map $C$ which acts on a local state $\rho_{k}$ at site $k$. In Kraus representation one can write

$$
\mathcal{C}\left(\rho_{k}\right)=\sum_{\alpha} E_{\alpha} \rho_{k} E_{\alpha}^{\dagger}
$$

with the Kraus operators $E_{\alpha}$ satisfying the completeness relation $\sum_{\alpha} E_{\alpha}^{\dagger} E_{\alpha}=$ Il. The MPS matrices transform according to

$$
\begin{equation*}
\tilde{A}_{k}^{i_{k}}=\sum_{\alpha} \sum_{j_{k}}\left|E_{\alpha}^{i_{k}, j_{k}}\right|^{2} A_{k}^{j_{k}} \tag{D.5}
\end{equation*}
$$

Non-local operations that involve more than one lattice site are more complicated to implement. As an example, let us consider the most complicated case, which occurs in our protocols: a spin-dependent lattice shift $S_{-1}$ which shifts the lattice $|b\rangle$ one site to the left. For this we have to consider two species of atoms. In generalization of (D.2), the MPS matrices $A_{k}^{i_{k}, j_{k}}$ are two species of labelled with two physical indices, $i_{k}$ and $j_{k}$, referring to states $|a\rangle$ and $|b\rangle$, respectively. It will turn out to be convenient to rewrite these matrices $|b\rangle$, respectively. It will turn out
in tensor form: $\left(A_{k}^{i_{k}, j_{k}}\right)_{\alpha, \beta}=A_{k}\left(\alpha, \beta, i_{k}, j_{k}\right)$, with $\alpha, \beta=1 \ldots D$.
lo begin with subsystem $|b\rangle$ at the first site, which yields the reduced out with

$$
\begin{equation*}
B_{1}\left(\alpha_{1}, \beta_{1}, i_{1}\right)=\sum_{j_{1}} A_{1}\left(\alpha_{1}, \beta_{1}, i_{1}, j 1\right) . \tag{D.6}
\end{equation*}
$$

The reason is simply that we want to omit sites which pass the system oundaries after the lattice shift. The induced error is negligible, given hat sites at the boundaries are not populated. We then multiply the matrix of the second site and perform the lattice shift: $\Theta\left(\alpha_{1}, i_{1}, \beta_{2}, i_{2}, j_{2}\right)=$ $B_{1}\left(\alpha_{1}, \beta, i_{1}\right) A_{2}\left(\beta, \beta_{2}, i_{2}, j_{2}\right) \rightarrow \Theta\left(\alpha_{1}, i_{1}, j_{2}, \beta_{2}, i_{2}\right)$, where we use Einstein sum$B_{1}\left(\alpha_{1}, \beta, i_{1}\right) A_{2}\left(\beta, \beta_{2}, i_{2}, j_{2}\right)$ after relabelling $j_{2} \rightarrow j_{1}$ we perform a singular value decomposition:

$$
\begin{align*}
& \Theta\left(\alpha_{1}, i_{1}, j_{1}, \beta_{2}, i_{2}\right)= \\
& U\left(\left(\alpha_{1}, i_{1}, j_{1}\right), \gamma\right) \Sigma\left(\gamma, \gamma^{\prime}\right) W^{\dagger}\left(\gamma^{\prime},\left(\beta_{2}, i_{2}\right)\right) \tag{D.7}
\end{align*}
$$

with $\Sigma$ being a diagonal square matrix and $\gamma, \gamma^{\prime}=1 \ldots \tilde{D} \leq d D$. The new MPS matrix for site 1 can then be defined as:

$$
\begin{equation*}
\left(\tilde{A}_{1}^{i_{1}, j_{1}}\right)_{\alpha_{1}, \beta_{1}}:=U\left(\alpha_{1}, i_{1}, j_{1}, \gamma\right) \Sigma^{1 / 2}\left(\gamma, \beta_{1}\right) . \tag{D.8}
\end{equation*}
$$

Accordingly, we define

$$
\begin{equation*}
B_{2}\left(\alpha_{2}, \beta_{2}, i_{2}\right):=\Sigma^{1 / 2}\left(\alpha_{2}, \gamma\right) W^{\dagger}\left(\gamma, \beta_{2}, i_{2}\right) \tag{D.9}
\end{equation*}
$$

and iterate this scheme until the end of the lattice. Note, that the dimension $D$ of the MPS matrices can, in principle, increase exponentially with the number of lattice shifts. If $D$ becomes larger than a desired value $D_{\text {max }}$ one has to resort to a truncation method similar to the one proposed for mixed quantum states [102]. However, in practice, we find that $D$ increases only linearly with the number of lattice shifts, given that each shift is followed by a filter operation. Thus, with our method we can fairly easy simulate protocols exactly, i.e. without truncation, which involve up to 100 lattice shifts on lattices with up to $L=500$ sites.

## Appendix E

## Two interacting atoms in a rotating harmonic trap

In this Appendix we study the problem of two interacting bosonic atoms in a 3 D rotating harmonic trap analytically. The interaction between the atoms is approximated by a zero-range pseudo-potential. We compute the interaction energy and obtain from that the critical rotation frequency, at which the $1 / 2$-Laughlin state becomes the ground state. Afterwards we derive a condition for the validity of the pseudo-potential approximation in tight harmonic traps.
E. 1 Eigenenergies and critical rotation frequency

We consider two interacting bosonic particles of mass $m$ in a 3D harmonic potential with trapping frequency $\omega$. The trap is rotating in $z$-direction with frequency $\Omega$. In the rotating frame the Hamiltonian reads:
$H^{3 \mathrm{D}}=-\frac{\hbar^{2}}{2 m}\left(\nabla_{1}^{2}+\nabla_{2}^{2}\right)+\frac{1}{2} m \omega^{2}\left(r_{1}^{2}+r_{2}^{2}\right)-\Omega\left(L_{z, 1}+L_{z, 2}\right)+V_{\text {int }}^{3 \mathrm{D}}\left(\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|\right)$,
where $L_{z, i}$ is the $z$-component of the angular momentum of particle $i=1,2$ and $V_{\text {int }}^{3 \mathrm{D}}$ is the interaction term. Since the interaction depends only on the relative distance of the particles, we now introduce relative and center of mass coordinates:

$$
\begin{align*}
\mathbf{r} & =\mathbf{r}_{1}-\mathbf{r}_{2}  \tag{E.2}\\
\mathbf{R} & =\frac{1}{2}\left(\mathbf{r}_{1}+\mathbf{r}_{2}\right)
\end{align*}
$$

For the momentum operators $\mathbf{p}_{i}=\hbar / i \nabla_{i}$ this change of coordinates amounts to: $\mathbf{p}=\left(\mathbf{p}_{1}-\mathbf{p}_{2}\right) / 2$ and $\mathbf{P}=\mathbf{p}_{1}+\mathbf{p}_{2}$. For the angular momentum operators in z -direction we deduce:

$$
\begin{equation*}
L_{z, 1}+L_{z, 2}=L_{z, \mathrm{rel}}+L_{z, \mathrm{~cm}}=(\mathbf{r} \times \mathbf{p})_{z}+(\mathbf{R} \times \mathbf{P})_{z} \tag{E.4}
\end{equation*}
$$

The Hamiltonian for the relative motion can therefore be written as:

$$
\begin{equation*}
H_{\mathrm{rel}}^{3 \mathrm{D}}=-\frac{\hbar^{2}}{2 \mu} \nabla^{2}+\frac{1}{2} \mu \omega^{2} r^{2}-\Omega L_{z}+V_{\mathrm{int}}^{3 \mathrm{D}}(\mathrm{r}) \tag{E.5}
\end{equation*}
$$

where $\mu=m / 2$ is the reduced mass and we have defined $L_{z}:=L_{z, \text { rel }}$ for convenience. We approximate the true interaction potential by a zero range pseudo-potential:

$$
\begin{equation*}
V_{\mathrm{int}}^{\mathrm{3D}}(\mathbf{r})=g \delta_{r e g}^{(3)}(\mathbf{r})=\frac{2 \pi \hbar^{2} a_{s}}{\mu} \delta^{(3)}(\mathbf{r})\left(\frac{\partial}{\partial r} r .\right) \tag{E.6}
\end{equation*}
$$

The coupling constant $g$ is chosen to recover the correct long range behavior of the scattered wave for a realistic interatomic potential in the limit of low energies. The s-wave scattering length $a_{s}$ can experimentally be determined, for instance, with photassociation. The regularized delta-function $\delta_{\text {reg }}^{(3)}(\mathbf{r})$ removes the $1 / r$ dependence of the scattered wave and makes it regular at the origin.

For simplicity, let us first consider the case of no rotation and no interaction. The eigenstates of the 3D harmonic trap in terms of angular momentum eigenfunctions and spherical coordinates are given by [145]

$$
\begin{equation*}
\psi_{n^{\prime} l m}^{3 \mathrm{D}} \propto r^{l} e^{-r^{2} / 4 \ell^{2}} M\left(-n^{\prime}+1, l+3 / 2, r^{2} / 2 \ell^{2}\right) Y_{l}^{m}(\theta, \phi), \tag{E.7}
\end{equation*}
$$

where $\ell=\sqrt{\hbar /(m \omega)}$ is the harmonic oscillator length. The function $M(a, b, x)$ denotes one set of the confluent hypergeometric functions [145] and $Y_{l}^{m}(\theta, \phi)$ are the spherical harmonics. As a function of the quantum numbers $n^{\prime}=$ $1,2, \ldots$ and $l=0,1, \ldots$ the eigenenergies are:

$$
\begin{equation*}
E_{n}=(n+3 / 2) \hbar \omega=\left(2\left(n^{\prime}-1\right)+l+3 / 2\right) \hbar \omega \tag{E.8}
\end{equation*}
$$

The spectrum is depicted in Fig. E.1. Each energy level is $(n+1)(n+2) / 2$ fold degenerate.

Let us now consider the effect of the rotating frame. Due to the angular momentum term in (E.5) states with large and positive angular momentum become lowered in energy [Fig. E.1]. At sufficiently high rotation frequencies
the lowest lying states form an almost degenerate subsystem, separated by $\hbar \omega$ from the next excited levels. The states of this subsystem read:

$$
\psi_{m}^{0}(\mathbf{r})=\varphi_{m}(\rho, \phi) \varphi_{0}(z)
$$

where $\varphi_{m}(\rho, \phi)$ are the lowest Landau level (LLL) states (4.2) in the $\mathrm{x}-\mathrm{y}$ plane and $\varphi_{0}(z)$ is the ground state of the harmonic oscillator in z-direction This shows that in the limit of high rotation frequencies the motion in the z-direction is frozen. Hence, the LLL regime appears naturally at high rotation frequencies and a quasi-2D setup, as in Quantum Hall systems, is not required.


Figure E.1: Spectrum of the 3D harmonic trap in terms of angular momentum quantum numbers ( $L_{z}=m \hbar$ ). The energy is given by $E_{n} / \hbar \omega=n+3 / 2$. In the rotating frame the energy of states with positive angular momentum $(m>0)$ is lowered by the amount $m \hbar \Omega$. In the limit of high rotation frequencies $\Omega$ an almost degenerate ground state subspace is formed, which equivalent to the LLL subspace in quas 2 D s.

We now include the interactions. For s-wave scattering (as described by the pseudo-potential (E.6)) only states with zero relative angular momentum $(l=0)$ feel the scattering potential and become modified. Since these states are unaffected by the trap rotation the situation is equivalent to the scattering problem in a 3D harmonic trap. The solution has been worked out by Busch et al $[146]$ and the new eigenstates for $l=0$ read

$$
\begin{equation*}
\psi_{0}(\mathbf{r}) \propto e^{-r^{2} / 4 \ell^{2}} \Gamma(-E / 2+3 / 4) U\left(-E / 2+3 / 4,3 / 2, r^{2} / 2 \ell^{2}\right) \tag{E.10}
\end{equation*}
$$

with $\mathrm{U}(\mathrm{a}, \mathrm{b}, \mathrm{x})$ denoting the other set of the confluent hypergeometric functions [145]. The energies in units of $\hbar \omega$ are defined by the equation:

$$
\begin{equation*}
\sqrt{2} \frac{\Gamma(-E / 2+3 / 4)}{\Gamma(-E / 2+1 / 4)}=\frac{\ell}{a_{s}} . \tag{E.11}
\end{equation*}
$$

At positive scattering lengths $\left(a_{s}>0\right)$ the pseudo-potential (E.6) exhibits one bound (molecular) state. Here, we are only interested in the properties of the unbound atoms whose energies lie in the range $3 / 2<E<5 / 2$. Hence,
ne (non-molecular) ground state is effectively increased by the energy of the (non-moleculat) is therefore denoted as repulsive. The the interaction and the new ground state ( $3 / 2<E<5 / 2$ ) can be computed interaction energy of (E.11). The result is depicted in Fig. E.2. For weak


Figure E.2: Interaction energy $E_{\text {int }}=E_{0} /(\hbar \omega)-3 / 2$ of the (nonmolecular) ground state as a function of the s-wave scattering length $a_{s} / \ell$. The interaction potential is approximated by the regularized $\delta$-potential (E.6).
interaction $\sqrt{2 / \pi} a_{s} / \ell \ll 1$ this energy can be approximated by

$$
\begin{equation*}
E_{\text {int }}=\frac{E}{\hbar \omega}-\frac{3}{2} \simeq \sqrt{\frac{2}{\pi}} \frac{a_{s}}{\ell}=\eta \tag{E.12}
\end{equation*}
$$

Here we have introduced the dimensionless parameter $\eta$ that determines the interaction energy of two particles in a 3D trap. In this limit of weak ininaction we could have calculated the interaction energy also directly using teraction perturbation theory. Form before it feels the influence of the trapping potential. Hence, the scattering problem is equivalent to s-wave scattering in free space. In first order perturbation theory the change of the ground state energy is given by the perturbation theory the change of expression $E_{\text {int }}=g \int d \mathbf{r} \mid \psi_{0}(\mathbf{r})$ (see Eq. (E.9) with $m=0$ ). Evaluation of the state of a 3D harmonic trap (E.12).
integral yields the result

As a consequence of the repulsive s-wave scattering, the $m=0$ ground state in Fig. E. 1 becomes shifted upwards in energy, whereas all the other
states of the LLL remain unchanged. Thus for a certain critical rotation frequency $\Omega_{c}$ the $m=2$ state $\psi_{2}^{0}$ (E.9) becomes energetically favorable (for bosons the $m=1$ state is forbidden due to symmetry). The 2D component of this state is equivalent to the $1 / 2$-Laughlin state of 2 particles (4.5). In the weak interaction limit (E.12) the critical rotation frequency is given by:

$$
\begin{equation*}
\frac{\Omega_{c}}{\omega}=1-\frac{\eta}{2} \tag{E.13}
\end{equation*}
$$

In current experiments [24] with ${ }^{87} \mathrm{Rb}$ atoms we have $\eta=0.062$ and hence we are well in the regime of validity of Eq. (E.13). The critical rotation frequency to obtain the $1 / 2$-Laughlin state as the ground state is then $\Omega_{c}=0.97 \omega$.

## E. 2 Validity of the pseudo-potential approximation

We now address the problem of the validity of the pseudo-potential approximation (E.6). The key idea of the pseudo-potential is to replace the exact inter-atomic scattering potential by a model potential, which meets the following conditions: (i) in the limit of low energies (s-wave scattering) it has the same scattering amplitude as the true potential. (ii) it should be treatable in the Born approximation. For scattering in 3D the simplest model potential satisfying these requirements is the zero range pseudo-potential (E.6) initially introduced by Enrico Fermi [147, 148]. The only free parameter is the coupling constant $g$ which is fixed by solving the scattering problem in free space and by identifying the s-wave scattering amplitude of the pseudo-potential with the one for the true scattering potential. So far it is not completely clear under which conditions this approach also accounts for scattering in systems with tight harmonic confinement. Recently there has been a controversy [149, 150] whether the s-wave scattering length $a_{s}$ or the range of the potential (e.g. given by the characteristic length of the van der Waals tail $\left.\beta_{6}=\left(2 \mu C_{6} / \hbar^{2}\right)^{1 / 4}\right)$ sets the relevant length scale that has to be compared to the harmonic oscillator length $\ell$.

In order to possibly resolve this controversy we address the problem of two interacting particles in a 3D harmonic trap analytically. To this end we replace the true inter-atomic scattering potential by a central well potential of radius $b$ :

$$
\begin{equation*}
V_{i n t}(r)=-V_{0} \Theta(b-r) \tag{E.14}
\end{equation*}
$$

In the following we will first review the scattering problem in free space and determine necessary validity conditions for the substitution of the well
potential (E.14) by the pseudo-potential (E.6). In a second step, we generalize our approach to systems with harmonic confinement.

We consider two un-trapped particles interacting via the potential (E.14). Using spherical coordinates and the ansatz $\psi_{l, m}(\mathbf{r})=u_{l}(r) / r Y_{l}^{m}(\theta, \phi)$ for the wavefunction, we arrive at the following Schrödinger equation for the relative motion of the two particles:

$$
\begin{equation*}
\partial_{r}^{2} u_{l}-\frac{l(l+1)}{r^{2}}+\frac{2 \mu}{\hbar^{2}}\left[E-V_{i n t}(r)\right] u_{l}=0 \tag{E.15}
\end{equation*}
$$

Considering only s-wave scattering ( $l=0$ ) this simplifies to:

$$
\begin{array}{r}
u_{\mathrm{I}}^{\prime \prime}+k_{1}^{2} u_{\mathrm{I}}=0 \text { for } \mathrm{r} \leq \mathrm{b},  \tag{E.16}\\
u_{\mathrm{II}}^{\prime \prime}+k^{2} u_{\mathrm{II}}=0 \text { for } r \geq b,
\end{array}
$$

with $k^{2}=2 \mu E / \hbar^{2}, \kappa^{2}=2 \mu V_{0} / \hbar^{2}$ and $k_{1}^{2}=k^{2}+\kappa^{2}$. The solution of these equations can be written in the form $u_{\mathrm{I}} \propto \sin \left(k_{1} r\right)$ and $u_{\mathrm{II}} \propto \sin \left(k r+\delta_{0}(k)\right)$. The scattering phase $\delta_{0}(k)$ is determined by the boundary condition at $r=b$ :

$$
\begin{equation*}
\left.\frac{u_{\mathrm{I}}}{u_{\mathrm{I}}^{\prime}}\right|_{r=b}=\left.\frac{u_{\mathrm{II}}}{u_{\mathrm{II}}^{\prime}}\right|_{r=b} \quad \Longleftrightarrow \quad k_{1} \cot \left(k_{1} b\right)=k \cot \left(k b+\delta_{0}(k)\right) . \tag{E.18}
\end{equation*}
$$

Solving for $\delta_{0}(k)$ we find:

$$
\begin{equation*}
k \cot \delta_{0}(k)=\frac{k^{2}+k k_{1} \cot \left(k_{1} b\right) \cot (k b)}{k \cot (k b)-k_{1} \cot \left(k_{1} b\right)} \tag{E.19}
\end{equation*}
$$

The scattering phase can be associated with an energy-dependent scattering length via the relation:

$$
\begin{equation*}
a_{s}(k)=\tan \delta_{0}(k) / k \tag{E.20}
\end{equation*}
$$

Under the assumption of a deep well $\left(E \ll V_{0}\right)$ one can now express Eq. (E.19) in terms of the so-called effective range approximation:

$$
\begin{equation*}
\frac{1}{a_{s}(k)}=\frac{1}{a_{s}}-\frac{1}{2} k^{2} r_{e f f}+\mathcal{O}\left((k / \kappa)^{4}\right) \tag{E.21}
\end{equation*}
$$

Here we have used the definition for the energy-independent scattering length $a_{s}=b-\tan (\kappa b) / \kappa$. The parameter $r_{e f f}$ is called the effective range of the scattering potential:

$$
\begin{equation*}
r_{e f f}=b\left(1-\frac{b}{(\kappa b)^{2} a_{s}}-\frac{b^{2}}{3 a_{s}^{2}}\right) \tag{E.22}
\end{equation*}
$$

If the scattering potential supports many bound states $(b \kappa \gg 1)$ and if $a_{s} \gg b$ then $r_{\text {eff }} \approx b$, i.e. the effective range of the potential is approximately equal to the radius of the potential well.

Let us now compare these results with the scattering properties of the zero-range pseudo-potential (E.6). In this case the scattering phase is given by the relation:

$$
\begin{equation*}
k \cot \delta_{0}^{\mathrm{ps}}(k)=-\frac{1}{a_{s}} \tag{E.23}
\end{equation*}
$$

Comparing this with Eqs. (E.19) and (E.21) we find that the pseudopotential yields the same scattering phase as the well potential given that he following condition is fulfilled:

$$
\begin{equation*}
\left(k a_{s}\right)\left(k r_{e f f}\right) \ll 1 \tag{E.24}
\end{equation*}
$$

Rather than comparing scattering phases it might be more important to compare scattering amplitudes. In general, the s-wave scattering amplitude $f_{0}$ can be deduced from the scattering phase via the following relation:

$$
\begin{equation*}
f_{0}(k)=\frac{\tan \delta_{0}(k)}{k} \frac{1}{1-i \tan \delta_{0}(k)} . \tag{E.25}
\end{equation*}
$$

In the case of a central well potential we can insert Eqs. (E.19) and (E.21) for $\delta_{0}(k)$ to obtain the scattering amplitude in the effective range approxi-
mation ${ }^{1}$ :

$$
\begin{equation*}
f_{0}(k)=\frac{-a_{s}}{1+i k a_{s}-\frac{1}{2} k^{2} a_{s} r_{e f f}} . \tag{E.26}
\end{equation*}
$$

For the pseudo-potential one finds the expression:

$$
\begin{equation*}
f_{0}^{\mathrm{ps}}(k)=\frac{-a_{s}}{1+i k a_{s}} \tag{E.27}
\end{equation*}
$$

Comparison of Eqs. (E.26) and (E.27) yields the condition

$$
k r_{e f f} \ll 1
$$

for the validity of the pseudo-potential. This condition is less stringent than (E.24), which was obtained by comparing scattering phases. In particular, it shows that the pseudo-potential can reproduce the scattering amplitude of the true potential even in the case of a diverging scattering length $a_{s} \rightarrow \infty$.

[^16]This discussion of the scattering problem in free space will become very useful when we now turn to our true problem: the validity of the pseudopotential approximation in the presence of a tight harmonic trap. This problem is conceptually different from the previous one, because we will now have to compare eigenenergies rather than scattering amplitudes in order to validate the substitution of the well potential by the pseudo-potential. As before we will only consider states with zero relative angular momentum. Moreover we will restrict the discussion to experimentally relevant setups, where the range of the scattering potential is much shorter than the trap size. In the special case of the well potential this implies $b \ll \ell$ with $\ell=\sqrt{\hbar /(m \omega)}$ being the characteristic length of the harmonic trap ${ }^{2}$. Under this assumption the influence of the trapping potential within the central well $(r \leq b)$ is negligible and the relative motion is governed by the same Schrödinger equation as in free space (E.16). This allows us to express the boundary condition for the inner solution $u_{\mathrm{I}}$ in terms of the scattering length $a_{s}(k)$ :

$$
\begin{equation*}
\left.\frac{1}{\ell} \frac{u_{\mathrm{I}}}{u_{I}^{\prime}}\right|_{r=b}=\frac{\tan \left(k_{1} b\right)}{\ell k_{1}} \approx \frac{-\frac{a_{s}(k)}{\ell}+\frac{b}{\ell}}{1+b a_{s}(k) k^{2}} \tag{E.29}
\end{equation*}
$$

Here we have used Eqs. (E.19), (E.20) and the approximation $k b \ll 1$.
Outside the well $(r>b)$ the radial part of the Schrödinger equation takes the usual harmonic oscillator form:

$$
\begin{equation*}
u_{\mathrm{II}}^{\prime \prime}+\left(k^{2}-\frac{r^{2}}{4 \ell^{4}}\right) u_{\mathrm{II}}=0 \tag{E.30}
\end{equation*}
$$

The solution of this equation can expressed in terms of normalizable confluent hypergeometric functions [145]: $u_{\mathrm{II}}(r) \propto r U\left(-\nu, 3 / 2, r^{2} / 2 \ell^{2}\right) e^{-r^{2} / 4 \ell^{2}}$ with $\nu=E /(2 \hbar \omega)-3 / 4$. Since $b \ll \ell$ we can simplify this solution at the boundary $r=b$ by Taylor expanding $U(-\nu, 3 / 2, x)$ around $x=0$ :

$$
\frac{-x U(-\nu, 3 / 2, x)}{\sqrt{\pi}}=-\frac{1}{\Gamma(-\nu)}+\frac{2}{\Gamma(-\nu-1 / 2)} x+\frac{1+2 \nu}{\Gamma(-\nu)} x^{2}+\mathcal{O}\left(x^{3}\right)
$$

This yields the following boundary condition for the outer solution:

$$
\begin{equation*}
\left.\frac{1}{\ell} \frac{u_{\mathrm{II}}^{\prime}}{u_{\mathrm{II}}^{\prime}}\right|_{r=b}=\frac{-\frac{\Gamma(-\nu-1 / 2)}{\sqrt{2} \Gamma(-\nu)}+\frac{b}{\ell}}{1+\frac{\Gamma(-\nu-1 / 2)}{\sqrt{2} \Gamma(-\nu)} k^{2} b \ell} \tag{E.32}
\end{equation*}
$$

${ }^{2}$ For ${ }^{87} \mathrm{Rb}$ we have $\beta_{6} \simeq 8 \mathrm{~nm}[150]$ and the typical on-site trap width in a deep optical lattice is given by $\ell \simeq 64 \mathrm{~nm}$ [24].

Setting Eqs. (E.32) and (E.29) equal to each other we can cast the quantization rule for the eigenenergies in a rather simple form:

$$
\begin{equation*}
\frac{\Gamma(-\nu-1 / 2)}{\sqrt{2} \Gamma(-\nu)} \simeq \frac{\ell}{a_{s}(k)} . \tag{E.33}
\end{equation*}
$$

This result can now very easily be compared to the quantization rule (E.10) obtained from the pseudo-potential calculation. Using the effective range approximation of $a_{s}(k)$ (E.21) one finds that the pseudo-potential yields the correct eigenenergies if the following condition is fulfilled

$$
\begin{equation*}
\left(k a_{s}\right)\left(k r_{e f f}\right) \ll 1 \tag{E.34}
\end{equation*}
$$

Note that this coincides with the validity condition (E.24) in free space, when demanding that the pseudo-potential produces also the correct scattering phase. Note that so far we have only made the assumptions $k b \ll 1, b \ll \ell$ and $k^{2} \ll \kappa^{2}$. For ground state energies $k \approx 1 / \ell$ and in the limit $r_{e f f} \approx b$ the condition (E.34) can be further simplified to: $a_{s} b \ll \ell^{2}$. This shows that the pseudo-potential can also be applied in the limit of $a_{s}$ being much larger than the trap size $\ell$, given that the range of the scattering potential $b$ is small enough.

We believe that our result (E.34), which has been derived for a central well potential, also holds for quite general shapes of both the trapping or scattering potential, given that the following two requirements are fulfilled: (i) the range of the scattering potential (e.g. given by $\beta_{6}$ ) is much smaller than the characteristic size of the trap. (ii) the scattering potential vanishes for large distances as $1 / r^{n}$ with $n>5$ so that the effective range approximation (E.21) applies.

Then the energy quantization rule depends only linearly on the energy dependent scattering length $a_{s}(k)$ as demonstrated in Eq. E.33. Checking the validity of the pseudo-potential then reduces to comparing $a_{s}(k)$ with $a_{s}$. Exploiting the effective range approximation (E.21) leads to the validity condition (E.34), with $a_{s}$ and $r_{e f f}$ containing the information about the exact scattering potential and the quantized momenta $k$ containing the information about the trapping potential. This argumentation also implies that the range of validity of the pseudo-potential can be greatly enhanced by replacing $a_{s} \rightarrow$ $a_{s}(k)$ in the definition of the coupling-constant $g$ (E.6).

Our findings are confirmed by numerical studies of the eigenenergies of different pairs of alkali atoms in a harmonic trap interacting through a realistic $a^{3} \sum_{u}^{+}$potential [150, 152]. In [152] it has been shown for ${ }^{23} \mathrm{Na}$ atoms that the eigenvalues are very well approximated by the relation (E.33), even for energies at which $a_{s}(k)$ is diverging. The authors of [150] studied the
regime of large scattering lengths $a_{s}$. Using $a_{s}(k)$ in the definition of the seudoa $\beta_{0} \sim \ell$ They also compared their numerical calculation of the ground where $\beta_{6} \sim \ell$. They also compared state energy for the realistic potential findings for the validity of the pseudoindependent pseudo-potential. Their findith condition (E.34) potential approximation are consistent with condition (E.34).
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[^0]:    ${ }^{1}$ The optical lattice is formed by three orthogonal pairs of counterpropagating laser fields that are not resonant with an atomic transition. Due to the ac-Stark shift the atoms

[^1]:    ${ }^{2}$ Otherwise we can make a change of basis in (2.30), defined by unitary operators $\left\{U_{i}\right\}$. For each site $i$ this amounts to transforming the corresponding MPS matrix: $A_{i}^{s} \rightarrow$ $\widetilde{A}_{i}^{s}=\sum_{s^{\prime}} U_{i}^{s s^{\prime}} A_{i}^{s^{\prime}}$. Hence, the following discussion can immediately be generalized to an arbitrary basis by replacing the matrices $\left\{A_{i}^{s_{i}}\right\}$ by the transformed ones $\left\{\tilde{A}_{i}^{s_{i}}\right\}$.

[^2]:    ${ }^{3}$ Note that with this definition the number of sweeps $M$ is independent of the system size $N$

[^3]:    ${ }^{4}$ We note that for antiferromagnetic systems only every second matrix $U^{[k], s}$ converges, resulting in an alternating MPS structure $A^{s_{1}} B^{s_{2}} A^{s_{3}} \ldots B^{s_{N}}$. One can show that the translationally invariant state which minimizes the energy is then given by the linear superposition $A^{s_{t}} B^{s_{2}} A^{s_{3}} \ldots B^{s_{N}}+B^{s_{1}} A^{s_{2}} B^{s_{3}} \ldots A^{s_{N}}$.

[^4]:    ${ }^{5}$ Note that the maximum of the concurrence of the reduced density operator as studied in $[13,14]$ is never exactly at the critical point, not even in the thermodynamic limit.

[^5]:    ${ }^{6}$ We note that for $\lambda<1$ the ratio $\delta L_{i, j}^{C} / L_{i, j}^{C}$ can be much larger than one.

[^6]:    ${ }^{7}$ The coupling to qubits at the chain ends can indeed have significant impact on the structure of the ground state wavefunction. For instance, it has been predicted that for such a system the dimerized phase would exhibit a diverging entanglement length [99]

[^7]:    ${ }^{8}$ We note that the degeneracy in the case of OBC could be lifted by placing $S=1 / 2$ spins at the ends. For technical reasons we do not consider this situation.

[^8]:    ${ }^{1}$ Note that our concept of algorithmic cooling of atoms has to be clearly distinguished from algorithmic cooling of spins which is a novel technique that allows to create highly polarized ensembles of spins in the context of NMR experiments, see e.g. P. O. Boykin, T. Mor, V. Roychowdhury, F. Vatan, and R. Vrijen, Proc. Natl. Acad. Sci. USA 99, 3388 (2002).

[^9]:    ${ }^{2}$ The condition for the no-tunnelling regime in the presence of a harmonic trap is given by $|J /(b N)|^{2} \ll 1$, i.e. the hopping matrix element is much smaller than the average energy spacing between single particle states located at the borders of the trap. If clesired on can also demand $|J / b|^{2} \ll 1$, which ensures that single particle eigenfunctions even at the bottom of the trap are localized on individual lattice wells [127].

[^10]:    ${ }^{3}$ Additionally, particles from the tails may also be coupled to the continuum and exelled. In order to avoid that this process leads to an unwanted increase of entropy in the tails, one can lower the harmonic confinement once the MI phase has been reached.

[^11]:    ${ }^{4}$ Remember that for thermal states at very low temperatures the entropy is concentrated in only a few particles. Hence, finite size effects become important and the minimal attainable entropy per particle depends very sensitively on the strength of the harmonic confinement.

[^12]:    ${ }^{5}$ We have also performed multi-particle calculations in the canonical ensemble, which predict an even lower value of about $5 \%$.

[^13]:    ${ }^{6}$ In practice, this can be achieved by applying $F_{1}$ to two non-interacting bosonic clouds

[^14]:    ${ }^{1}$ Typically the filling factor $N$ is
    profile of the laser beams results in an additional weak harmecause the Gaussian intensity However, it has been demonstrated that ritional weak harmonic confinement of the atoms. entanglement interferometer [129]

[^15]:    ${ }^{1}$ In the case of a singular matrix $R$ Sylvester's law of inertia cannot directly be applied. However, it is guaranteed that in the worst case the principal block has one zero eigenvalue, which would lead to the equality with the original correlations.

[^16]:    ${ }^{1}$ This result holds not only for
    potentials vanishing for long distances as $1 / r^{n}$ well, but generally for isotropic scattering

