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Abstract

The generation of coherent high-order harmonics from the interaction of ultra-intense femtosecond laser pulses with solid density plasmas holds the promise for table-top sources of intense extreme ultraviolet (XUV) and soft x-ray (SXR) radiation. Furthermore, they give rise to the prospect of combining the attosecond pulse duration of conventional gas-harmonic sources with the photon flux currently only available from large-scale free-electron laser or synchrotron facilities.

In this thesis a series of experiments studying various aspects of harmonic generation from such a plasma source are presented and the emitted XUV-radiation is characterized spectrally, spatially and temporally. The measurements probe the dynamics of the plasma surface on a sub-laser-cycle time scale and help to increase our understanding of the harmonic generation process. It is shown that, at moderate intensities and laser contrast, the emitted harmonics are indeed phase-locked but chirped and emitted as a train of XUV-bursts of attosecond duration. Measurements with very high contrast relativistically intense driving pulses reveal the generation of harmonics up to the relativistic cutoff in a diffraction-limited beam with constant divergence observed for all wavelengths. This implies that the harmonics are generated on a curved surface and travel through a focus after the target possibly opening a route towards extreme intensities in the process. In addition it is found that a target roughness on the scale of the wavelength of the highest generated harmonic does not adversely affect the harmonic beam quality implying that the generation of diffraction-limited keV-harmonic beams should be possible. In a third set of experiments the first demonstration of harmonic generation from solid targets using an 8 fs driving laser opens a route towards the generation of ultra-intense single-as pulses and gives conclusive evidence for the unequal spacing of the harmonic emission.

Based on these results the development of ultra-intense sources of single as-pulses from the interaction of intense laser pulses with solid surfaces could advance at a fast pace making XUV-pump XUV-probe type investigations of nonlinear processes with attosecond time resolution feasible in the near future.
Zusammenfassung


Auf der Grundlage dieser Ergebnisse sollte die Entwicklung von ultraintensiven Quellen für die Erzeugung von einzelnen Attosekunden-Pulsen von Oberflächen schnell voranschreiten und in naher Zukunft erste XUV-Anregungs XUV-Abfrage Experimente von nichtlinearen Prozessen auf der Attosekunden Zeitskala ermöglichen.
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Chapter 1

Introduction

The desire to visualize and understand the most fundamental processes in nature has always been the driving force behind basic research. It has lead to the development of a wealth of new methods advancing high precision measurements in many fields of physics. Sparked by the invention of the laser [1] and the rapid technological advance over the past four decades experiments probing fundamental processes in matter with ever higher temporal resolution have become possible. This development has culminated in the production of laser pulses approaching the duration of a single optical cycle of few femtoseconds (1 fs=$10^{-15}$ s) duration [2-4] which can be used to resolve, for example, the formation and rupture of chemical bonds in real time [5]. However, these chemical reactions are still not the fastest processes in atoms and molecules. The dynamics of electron wave packets evolve on an attosecond (1 as=$10^{-18}$ s) time-scale and are therefore faster than a single oscillation of the electric field of conventional laser systems ($\tau_L=2.67$ fs). To overcome the resolution barrier imposed by the duration of a single laser cycle and enter the regime of *Attoscience* in which electron dynamics in atoms and molecules can be observed in real time coherent broad-band radiation sources in the extreme-ultraviolet (XUV) or soft x-ray (SXR) wavelength range are necessary. Only radiation from such sources can be used to synthesize pulses short enough to achieve as-resolution. The prospect of generating such pulses has motivated the investigation of harmonic generation from solid density plasmas (SHHG) presented in this thesis.

Up to now the only sources of attosecond pulses capable of probing inner atomic dynamics are based on the nonlinear interaction of moderately intense laser pulses with noble gases [6-8]. In this scheme an electron is removed from the atom by the strong field of the laser, accelerated in the vacuum and then re-collides with the atomic core emitting a high energy photon [9]. Using this technique coherent radiation at high harmonics of the driving laser frequency is generated. From these spectra isolated as-pulses with durations as short as 80 attoseconds have been synthesized [10-12] and also applied to probe, for
example, the ionization dynamics of noble gases in strong fields [13] or the emission of electrons from solid surfaces [14] in real time. While this method is very successful and has lead to a whole series of ground-breaking discoveries it suffers from one fundamental limit: Owing to the fact that excessive ionization of the gas target has to be prevented in this generation process the driving laser intensity that can be used for harmonic generation is limited. Despite several attempts to improve the conversion efficiency [15–18] this imposes severe limitations on the maximum energy of the generated as-pulses rendering XUV-pump, XUV-probe type experiments studying nonlinear processes, [19–24] experiments addressing single molecule imaging [25] or the real-time observation of laser-plasma dynamics [26–28] impossible with such an XUV source [29].

To overcome this limitation a completely different mechanism for the generation of coherent high harmonic radiation is necessary which does not suffer from this limitation. The generation of high harmonics from the interaction of a relativistically intense laser pulse with a solid-density target has been identified as a promising candidate to achieve this goal. The main advantage of this laser-plasma based approach lies in the fact that it relies on the reflection of the incident laser field off the electron surface of the strongly ionized target and thus does not suffer from the limitation imposed on gas harmonics. On the contrary: The harmonic generation efficiency and the width of the generated harmonic spectrum increases strongly with increasing laser intensity making this process highly scalable [30] and offering the potential of combining the high photon fluxes currently only available at large-scale facilities like free-electron lasers [31] with the attosecond time resolution of laser-based sources. In fact, beyond the generation of intense as-pulses for the study of atoms and molecules the predicted scalability of the generation process may even offer the possibility of reaching intensities much higher than those of the driving laser [32] and exceeding the Schwinger-Limit [33] at which the production of electron-positron pairs from vacuum is predicted.

Recent theoretical studies have clarified that two distinct mechanisms are responsible for the generation of high harmonics from solid targets. At sub-relativistic intensity Coherent Wake Emission (CWE) [34, 35] dominates while in the limit of relativistic intensities the harmonics are generated off a Relativistic Oscillating Mirror (ROM) [30, 36, 37]. The CWE process exhibits a target density dependent spectral cutoff as observed in the first solid harmonic experiments while in ROM the cutoff is target independent and scales with the laser intensity. It is important to note that, while many recent experiments have been conducted with CWE harmonics as they are easier to generate, a competitive as-pulse source will be based on ROM as much shorter pulses with superior phase-properties are achievable with this method [30, 38]. A sketch of such a possible single as-pulse source is shown in figure 1.1. Note that aside from the target and the
While the recognition of surface harmonics as a possible source of as-pulses is rather new the first experimental observation of harmonic generation from solid-density targets dates back to the late 1970s. Interestingly enough this was more than ten years prior to the work by T. Hänsch et al. [39] pointing out the possibility of synthesizing as-pulses from a train of harmonics and the proposal to use harmonics generated from noble gases for this purpose by Gy. Farkas and Cs. Toth [40]. At that time experiments conducted with high energy nanosecond CO$_2$ lasers revealed spectra extending up to the 46$^{th}$ harmonic order of the fundamental 10.6 µm wavelength driver [41–44]. In contrast to the newer fs-sources however the harmonics in those experiments where emitted isotropically and no beaming was observed.

After this work it took roughly 10 years until the topic was revisited and theoretical studies predicted harmonic generation from the interaction of relativistic laser pulses with solid targets [45–48] for the first time. On the experimental side the first observations of harmonics using a femtosecond Titanium:Sapphire (Ti:Sa) laser were reported almost simultaneously by S. Kohlweyer et. al. [49] and D. von der Linde et. al. [50] followed by

**Figure 1.1:** Generation of a single as-pulse using a few-cycle driving laser and a suitable filter. The incident laser pulse rapidly ionizes the target and generates high harmonics of its fundamental frequency. The selection of a suitable part of the harmonic spectrum with a filter will lead to the generation of an attosecond pulse. (Figure from [36])
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a whole series of other publications using similar laser systems [51–55]. Note that, despite the fact that this is not stated explicitly, all harmonics observed in these experiments where most likely the result of CWE and not ROM. The emission of ROM harmonics was observed unambiguously for the first time at the Vulcan laser facility in the UK by P. Norreys et al. [56]. Only recently newer experiments have demonstrated that the harmonic emission from a solid target is beamed in the direction of the specular reflection under high-contrast conditions [51, 57, 58], have shown the transition from CWE to ROM harmonics [58, 59], addressed the issue of harmonic coherence [60] and have confirmed the theoretically predicted harmonic power-law scaling [61] and spectral cutoff [57] in the ultra-relativistic regime [30].

The work presented in this thesis aims at advancing the understanding of surface harmonic generation and is driven by the vision of an ultra-intense single as-pulse source suitable for the experimental study of processes on the attosecond time-scale. It consists of a set of experiments conducted with different laser sources addressing various aspects of the interaction of intense femtosecond laser pulses with solid density targets. This thesis describes a compilation of experimental results obtained using three different driving lasers and aiming at the characterization of various aspects of the harmonic generation mechanism all of which are of great relevance for the envisioned as-pulse source depicted in figure 1.1. The measurements include (a) a campaign investigating the possibility of generating harmonics with a few-cycle driver laser, (b) a series of measurements addressing the temporal characteristics of the emitted harmonic radiation and (c) an experiment aiming at the generation of high-quality harmonic beams of relativistic harmonics using a high contrast driver source.

The experiments demonstrate that (a) surface harmonics can be generated using few-cycle driver pulses [62] opening the route toward the efficient generation of single as-pulses, (b) they prove that the harmonics produced on a solid target are indeed phase-locked and thus emitted as a train of as-pulses as predicted by theory [63] and (c) they verify that, provided the contrast of the driving laser is good enough, the harmonics are emitted in a near diffraction-limited cone off a curved (dented) target surface [64]. Note that this also implies that the harmonics travel through a focus in front of the target which may allow the generation of extreme intensities [32] when proper pre-shaping of the target is implemented [65, 66]. Furthermore the experiments also allow conclusions about the sub-cycle dynamics of the electrons in the harmonic generation process and thus the chirp of the emitted harmonics [62, 67] and they point out a route towards scaling plasma mirrors to the relativistic regime and the application of such mirrors as spatial filters and efficient frequency doublers for future laser systems [68].

Having addressed several key issues of harmonic generation from overdense plasmas
and answered a series of fundamental questions in this thesis the challenge for the future will now be to combine the different beam properties and methods demonstrated separately in one experiment in order to generate a single ultra-intense burst of well beamed relativistic harmonics. This will open the way for a whole series of experiments not feasible with current as-sources owing to their limited pulse energy and greatly advance the field of AttoScience.

1.1 Outline of this Thesis

At this point a brief overview of this thesis shall be given. As has been mentioned before the work presented here focuses on the characterization of high harmonics generated in the interaction of ultra-intense laser pulses with solid targets. Most of the work presented in this thesis was conducted in close collaboration with my colleague Yutaka Nomura. However, his PhD thesis [69] focuses on the XUV-autocorrelation and thus temporal characterization of a train of harmonics produced with the ATLAS system while my work consists of a series of experiments in which harmonics generated using different laser sources are studied and the properties of the emitted coherent XUV-beams are investigated. The two PhD theses are complementary to each other with a common objective: The assessment of the appropriateness of the process for the generation of intense as-pulses.

- Before the experimental results are presented Chapter 2 introduces the most important properties of intense laser pulses and discusses their interaction with solid-density targets. Special emphasis is given to the introduction of the two dominant mechanisms that have been identified to contribute to the generation of high harmonics from solid density targets, the Relativistic Oscillating Mirror (ROM) and Coherent Wake Emission (CWE).

- Chapter 3 gives an overview of the two laser systems at the MPQ that have been used for the experiments described in chapters 4 and 6 of this thesis. The setup and basic concept of the Titanium:Sapphire ATLAS laser and the OPCPA-based LWS10 system are described and the most important laser parameters like pulse duration, pulse energy, the focusability of the beam and the laser contrast are characterized under the conditions under which the experiments where conducted.

- In Chapter 4 two methods for the temporal characterization of surface harmonics are presented: The XUV-autocorrelation and a temporal coherence measurement. While the autocorrelation proves that the emitted harmonics are indeed phase-locked as predicted by theory the coherence measurement in combination with the
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AC-results allows the extraction of information about the sub-cycle dynamics of the electrons involved in the harmonic generation process. A comparison of the results of these measurements also allows interesting conclusions about the dynamics of the harmonic generation mechanism itself. Two publications have also resulted directly from the work presented in this chapter [63, 67].

- The results presented in Chapter 5 where obtained at the Rutherford Appleton Laboratory. In these experiments very high contrast laser pulses were generated using a plasma mirror. Under these conditions ROM harmonics up to the theoretically predicted relativistic cutoff were observed. Furthermore the divergence of the emitted harmonics and the influence of target roughness was investigated. In addition the fundamental and second harmonic emanating from the target were characterized showing that the high intensity interaction of a laser pulse on a solid target may be a route to spatial filtering and second harmonic generation in future high-power lasers. The results are also presented in two publications [64, 68].

- The last experimental chapter, Chapter 6, presents results obtained with the 8 fs LWS10 system demonstrating, for the first time, harmonic generation with a few-cycle driver pulse. The experiments are an important step towards the generation of single as-pulses for applications, but beyond this they also allow unique insight into the dynamics of the harmonic generation process itself. The findings from this chapter are also summarized in [62].

- Chapter 7 summarizes the results presented in the previous chapters and gives an outlook to the future. Especially the prospect of the generation of single ultra-intense attosecond pulses for applications is discussed. Two papers written in the course of my PhD-work also address the improvement of current-day harmonic sources for future applications in attosecond and high-field physics [65, 70].
Chapter 2

Generation of High Harmonics from Solid Surfaces

To facilitate the discussion of the experimental results presented in this thesis this chapter will introduce some theoretical background on the interaction of intense laser pulses with solids and discuss the mechanisms leading to the generation of high harmonics from solid density plasmas. While the first section is intended to give a general overview over the most important properties of intense laser pulses and their interaction with solid-density targets the second section focuses in more detail on two distinct mechanisms leading to harmonic generation: the Relativistic Oscillating Mirror (ROM) [30, 36, 37] and Coherent Wake Emission (CWE) [34, 35, 60].

2.1 Relativistic Laser Solid Interactions

The aim of this section is to introduce important quantities and processes relevant for the interaction of intense laser pulses with solid density targets, that will be used and referred to often in this thesis. By no means this discussion is meant to be complete instead the focus is laid only on the most important points. More detailed discussions can be found in many plasma physics and electrodynamics textbooks (for example [71–73]).

All equations in this chapter are, in contrast to most textbooks, given in SI-units since this thesis focuses on experimental results which are naturally given in these units.

2.1.1 Relativistic Laser Pulses

Electromagnetic phenomena both in vacuum and in media are described by Maxwells equations. The electric and magnetic fields ($\vec{E}$ and $\vec{B}$) of electromagnetic waves can thus be derived directly from them. They can be written using a vector potential $\vec{A}$ and a
CHAPTER 2. GENERATION OF HIGH HARMONICS FROM SOLIDS

scalar potential \( \Phi \):

\[
\vec{B} = \nabla \times \vec{A} \tag{2.1}
\]

\[
\vec{E} = -\frac{\partial}{\partial t} \vec{A} - \nabla \Phi. \tag{2.2}
\]

Using equations 2.1 and 2.2 the wave equation for the vector potential can be derived \cite{72}. Using the Lorenz Gauge

\[
\nabla \vec{A} + \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \vec{\phi} = 0, \tag{2.3}
\]

the vector potential \( \vec{A} \) is given by

\[
-\nabla^2 \vec{A} + \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \vec{A} = \frac{1}{c^2 \epsilon_0} \vec{j}, \tag{2.4}
\]

where \( c \) is the speed of light in vacuum, \( \epsilon_0 \) is the electric constant and \( \vec{j} \) is a current density. Assuming the propagation in vacuum with no free charges, electrostatic fields or currents i.e. \( \vec{j} = 0 \), equation 2.4 has the solution

\[
\vec{A} = \hat{y} A_0 \cos(\omega t - kx + \phi). \tag{2.5}
\]

This is a linearly polarized plane wave with frequency \( \omega \) and wave number \( k \) propagating in the \( \hat{x} \) direction with phase \( \phi \). Note that the polarization has been arbitrarily chosen to be linear and in the \( \hat{y} \) direction. Any other infinite plane wave with elliptical polarization would also be a solution to equation 2.4.

For this solution for \( \vec{A} \) the Lorenz Gauge and the initial conditions immediately also give the scalar potential \( \Phi \) to be \( \Phi = 0 \). Using these results it is now possible to calculate \( \vec{E} \) and \( \vec{B} \) from equations 2.1 and 2.2 respectively yielding

\[
\vec{B} = \hat{z} B_0 \sin(\omega t - kx + \phi), \tag{2.6}
\]

\[
\vec{E} = \hat{y} E_0 \sin(\omega t - kx + \phi). \tag{2.7}
\]

This is the infinite plane electromagnetic wave. The relation between the amplitudes \( E_0 \), \( B_0 \) and \( A_0 \) can also be obtained from equations 2.1 and 2.2. It is:

\[
A_0 \omega = E_0 = cB_0. \tag{2.8}
\]

While these considerations are of general nature and valid for all wavelength the discussion will be restricted to the optical and near infrared (0.5 to 1 \( \mu m \)) range in the following discussions, this being the typical wavelengths of the laser systems used for the experiments described in this thesis.
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In high intensity laser physics the amplitude of the laser pulses is normally not given in terms of the peak electric or magnetic field but in the form of a normalized vector potential $a_0$. This dimensionless quantity is calculated from the vector potential $A_0$ using the following equation:

$$ a_0 = \frac{eA_0}{m_ec} = \frac{eE_0}{m_ec\omega}. \quad (2.9) $$

Here $e$ and $m_e$ are the charge and mass of an electron, $c$ is the speed of light and equation 2.8 was used to express $A_0$ in terms of $E_0$.

In experimental physics it is more common to express $a_0$ in terms of the laser wavelength and its focused intensity. The intensity can be calculated from the electric field using the relation $I_L = c\varepsilon_0E_0^2/2$ which is derived, for example, in [72, 74]. Including the values of all the physical constants in equation 2.9 we get the formula

$$ a_0^2 = I_L [\text{W cm}^{-2}] \frac{\lambda^2 [\mu\text{m}^2]}{1.37 \times 10^{18}}, \quad (2.10) $$

into which the intensity and the wavelength have to be entered in units of $[\text{W cm}^{-2}]$ and $[\mu\text{m}]$ respectively. Depending on the value of $a_0$ laser pulses are called sub-relativistic ($a_0 \ll 1$), relativistic ($a_0 \approx 1$) or ultra-relativistic ($a_0 \gg 1$). In the experiments presented in the later chapters of this thesis average intensities as high as $a_0 = 3$, i.e. well in the relativistic regime, were achieved.

To understand the difference between non-relativistic and relativistic intensities intuitively it is very instructive to consider the influence of such fields on a single electron. The relativistic equation of motion of a single electron in an electromagnetic field is given by

$$ \frac{\partial \vec{p}}{\partial t} = \frac{\partial}{\partial t} (\gamma m_e \vec{v}) = -e(\vec{E} + \vec{v} \times \vec{B}), \quad (2.11) $$

where $\vec{p}$ is the relativistic momentum of the electron, $\vec{v}$ is the velocity of the electron and $\gamma = \sqrt{1 - v^2/c^2}^{-1}$ is the relativistic gamma factor. Two forces are found to govern the motion of the electron in the electromagnetic wave, one pointing in the direction of the electric field and a second one in the $\vec{v} \times \vec{B}$, corresponding to the laser propagation direction. If we now consider the relative amplitudes of the two forces (using equation 2.8) we see that the $\vec{v} \times \vec{B}$ force is a factor $v/c$ smaller than the force resulting from the electric field. The peak electron velocity as a result of the oscillation in the electric field can easily be calculated (neglecting the $\vec{v} \times \vec{B}$ term) by substituting equation 2.7 into equation 2.11 and expressed in terms of the normalized vector potential via equation 2.9. It is

$$ v_{\text{max}} = \frac{eE_0}{\gamma m_e \omega} = \frac{a_0}{\gamma} c. \quad (2.12) $$

From this equation it becomes obvious why pulses with $a_0 \ll 1$ are called non-relativistic.
while those with $a_0 \gg 1$ are called ultra-relativistic. For $a_0 \ll 1$ the maximum electron velocity is much smaller than $c$ and thus the electron only oscillates in the plane of the electric field. At $a_0 = 1$ the oscillation velocity becomes relativistic (close to $c$) and for $a_0 \gg 1$ the velocity is very close to $c$. In these cases the $\vec{v} \times \vec{B}$ component becomes comparable to the $\vec{E}$ component in the force on the electron and the electron is accelerated in the direction of the laser field.

### 2.1.2 Properties of Laser generated Solid Density Plasmas

In the types of experiments conducted for this thesis the laser pulse does not interact with a single electron as discussed in the previous section but rather with a solid density target. The laser rapidly ionizes the atoms at the surface and then interacts with the high density plasma. The ionization process and the subsequent interaction of the laser with the dense plasma will be discussed in the following paragraphs.

Even though the energy of a single near infrared (NIR) photon is only $\approx 1.3 \, \text{eV}$, i.e. much lower than the binding energy of electrons in atoms, high intensity lasers can very efficiently ionize gases and solids. Two mechanisms have been identified to give rise to ionization in strong fields. At moderate intensities multi-photon ionization is the dominant process. One electron in an atom absorbs multiple laser photons and thus gains the necessary energy to be freed from the atom. For very high intensities the electric field can modify the binding potential of an atom so strongly that the electrons can tunnel through the remaining potential barrier or is even freed by suppression of the barrier below the binding potential. These processes are known as tunnel- and barrier-suppression ionization. A useful parameter for determining in which ionization regime a laser is is the Keldysh parameter [71, 75]. It relates the laser intensity to the binding energy of the electrons in an atom and is defined as

$$\gamma_K = \frac{4\pi}{\lambda_L} \sqrt{\frac{\epsilon_0 m_e c^3 E_{\text{ion}}}{e^2 I_L}}, \quad (2.13)$$

where $E_{\text{ion}}$ is the binding energy of an electron in an atom. For $\gamma_K > 1$ multi-photon ionization is dominant while for $\gamma_K < 1$ the laser is in the tunnel ionization regime. In all experiments presented in the later chapters the Keldysh parameter was well below one. For this reason the discussion of the ionization mechanisms will be restricted to tunnel and barrier suppression ionization.

Figure 2.1 illustrates the influence of a strong electric field on the binding potential of an atom. The strong external field distorts the Coulomb potential (figure 2.1 (a)) so strongly that the binding potential for large $x$ is lower than the binding energy of the
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Figure 2.1: Figure (a) shows an undistorted Coulomb potential with a bound electron wave packet. In (b) the binding potential is distorted by a strong electric field. The Coulomb barrier is suppressed and the electron can tunnel out of the potential with a finite probability.

electron. The electron can then quantum-mechanically tunnel through this barrier. This has been studied in detail theoretically by Keldysh [75] and has recently been observed in real time in an experiment [13].

For still higher intensities the binding potential can even be distorted so strongly that the barrier actually drops below the binding energy of the electron, thus freeing it completely. This is known as barrier suppression ionization (BSI). In fact, for typical laser intensities on the order of $10^{19} \text{ W cm}^{-2}$ this is the dominant ionization mechanisms. In reference [71] the necessary intensity for BS ionization of, for example, O$^{6+}$ is given as $4 \times 10^{16} \text{ W cm}^{-2}$. This means that even the leading edge of our laser pulses with peak intensities as high as $10^{19} \text{ W cm}^{-2}$ can strongly ionize our targets.

In the case of the solid targets the real ionization dynamics are naturally more complicated since free ions and electrons will influence the barrier suppression. Furthermore, once enough electrons are freed, other ionization mechanisms like collisional ionization become important [71, 76]. Nonetheless the simple barrier suppression model gives valuable insight into the ionization dynamics in solids.

Once the laser pulse has ionized the target with its leading edge it does not propagate in vacuum or an insulator anymore but in a plasma. To find out how this influences the propagation of the electromagnetic wave it is instructive to revisit equation 2.4. Unlike in the previous section, the propagation in vacuum, the current density $\vec{j}$ is nonzero in a plasma. $\vec{j}$ can be calculated from the velocity of the free electrons in the plasma using

$$\vec{j} = en_e\vec{v}. \quad (2.14)$$
To calculate the electron velocity we consider their equation of motion. Two forces govern the motion of the electrons: the electric field of the driving laser and collisions or drag inside the plasma (in this case we have neglected forces originating from the magnetic field). Note that even though the electrons are mobile the plasma stays quasi-neutral, i.e. there is no charge separation and thus no restoring force of the ions acting on the electrons. The equation of motion thus is

$$\frac{m_e}{\partial t} \vec{v} = -e\vec{E} - \nu m_e \vec{v}, \quad (2.15)$$

where $\nu$ is a measure of the damping of the electron motion, the collision frequency. Using equation 2.7 we can solve equation 2.15 and calculate $\vec{v}$:

$$\vec{v} = \frac{e}{m(\omega + \nu)} \vec{E}. \quad (2.16)$$

Considering that $\vec{E} = \omega \vec{A}$ (which can be calculated from equations 2.2 and 2.5) and inserting equation 2.16 into equation 2.14 we can now rewrite the equation for the vector potential 2.4 in the following way:

$$(-c^2k^2 + \omega^2)\vec{A} = \frac{n_e e^2}{\epsilon_0 m_e (1 + \nu/\omega)} \vec{A}. \quad (2.17)$$

The right hand side of this equation can be simplified by introducing the plasma frequency $\omega_p$ which is a function of the electron density of the plasma.

$$\omega_p = \sqrt{\frac{n_e e^2}{\epsilon_0 m_e}} \quad (2.18)$$

In an intuitive way $\omega_p$ can be understood as the resonance frequency of a group of electrons with density $n_e$ oscillating around fixed ions with the same charge density.

From equation 2.17 one can obtain the dispersion relation for an electromagnetic wave in a plasma. In the case of a collisionless plasma, i.e. for $\nu = 0$ it is:

$$\omega^2 = \omega_p^2 + k^2 c^2. \quad (2.19)$$

Using this we can calculate the index of refraction of a plasma $n(\omega)$ and derive its frequency dependence.

$$n(\omega) = \frac{ck}{\omega} = \sqrt{1 - \frac{\omega_p^2}{\omega^2}} \quad (2.20)$$

Several interesting properties of a plasma can be obtained from equation 2.20. As long as the laser frequency $\omega$ is larger than the plasma frequency the index of refraction is
real and smaller than one. The plasma is transparent. For $\omega < \omega_p$ the the index of refraction becomes imaginary. The plasma is not transparent anymore but reflects the incident electromagnetic wave. To find the electron densities at which this transition between transmission and reflection occurs one can define the critical electron density $n_{e,\text{crit}}$ at which $\omega_p = \omega$. Using equations 2.20 and 2.18 the critical density is given to be

$$n_{e,\text{crit}} = \frac{\epsilon_0 m_e \omega^2}{e^2}.$$  \hspace{1cm} (2.21)

Considering the central wavelength of $\approx 800$ nm of a Titanium:Sapphire laser equation 2.21 gives a critical density of $n_{e,\text{crit}} = 1.75 \times 10^{21}$ cm$^{-3}$. This value is approximately 200 to 400 times lower than the solid density of the typical targets used for the experiments described in this thesis, thus we expect that our solid density plasmas reflect a sizable amount of the incident laser radiation. In fact this reflection off the critical density surface is in essence one of the origins for high harmonic radiation from solid targets that will be discussed in the next section of this chapter and is the key working principle of a plasma mirror [77-79]. The plasma mirror is discussed in more detail in Appendix A of this thesis.

Finally it is important to point out that even a plasma with a density many times higher than the critical density does not fully reflect the incident electromagnetic wave. As soon as the target is ionized the plasma begins to expand into the vacuum and the main part of the incident laser thus interacts with a density gradient instead of a step-like profile. Amongst other effects this interaction can give rise to absorption of considerable amounts of the laser energy. Two mechanisms shall be named explicitly here since they are relevant for the generation of high harmonics. Both of these mechanisms rely on a p-polarized laser pulse incident onto the target under an angle such that one part of the electric field of the pulse is perpendicular to the target surface. One is called resonance absorption and describes the excitation of plasma waves at the critical density surface (and possibly densities corresponding to harmonics of the fundamental laser frequency) [80]. The second is Brunel heating which describes the acceleration of hot electrons in the electric field perpendicular to the target surface which are hurled back into the target in the next half-cycle when the field reverses and excite plasma waves in their wake [81]. Especially the second process is of great importance for harmonic generation as will be discussed in section 2.2.2 of this thesis.

2.2 Harmonic Generation from Solid Surfaces

Building on the discussion of high intensity laser pulses and their interaction with solid density plasmas in the previous sections it is now possible to consider the generation of
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high harmonics from solid density plasma surfaces in more detail.

Two distinct mechanisms have been identified to give rise to harmonic radiation in the interaction of high intensity laser pulses with solid targets: The Relativistic Oscillating Mirror (ROM) and Coherent Wake Emission (CWE). While ROM is based on the reflection of the incident laser pulse from the critical density surface of the target oscillating at velocities close to the speed of light, CWE harmonics originate from plasma waves excited in the plasma density gradient by Brunel electrons and their subsequent mode conversion to electromagnetic waves. As one may already guess from the different generation mechanisms the harmonics generated via the two processes have very different properties which shall be discussed in the following sections. Most notably the laser intensity range in which they are generated is different. While CWE dominates for sub-relativistic intensities with \( a_0 < 1 \) (see equation 2.10) ROM is only efficient for relativistic laser pulses and completely takes over for \( a_0 \gg 1 \).

2.2.1 Harmonics in the Relativistic Regime

Let us now look at the generation of harmonics in the relativistic regime in more detail. As has been stated above the harmonic generation in this case is the result of a Doppler upshift of the fundamental laser frequency when the incident wave is reflected coherently off the critical density surface oscillating in the relativistic laser field itself. For a mirror moving with a constant velocity close to the speed of light this problem has already been discussed by Einstein as early as 1905 [82]. In the case of the oscillating mirror the problem becomes a little more complicated since the velocity of the mirror is now a periodic function of time which is not known a priori.

The generation of harmonics in the relativistic regime has been studied theoretically using analytical models as well as Particle In Cell (PIC) simulation by a number of groups around the world in the past 15 years [30, 32, 36–38, 45–48, 66, 83–88]. The work of T. Baeva, S. Gordienko and S. Pukhov [30, 32, 37, 83, 84] and especially the theory of relativistic spikes [30] shall be named explicitly in this context because it has led to a number of important insights in the recent past.

The simpler oscillating mirror model introduced by Bulanov et al. [48] and discussed in detail by G. Tsakiris et al. [36] shall be introduced in the following paragraphs since, despite its simplicity, it is capable of nicely describing many key features of harmonics generated from oscillating surfaces. The principle of the model is depicted schematically in figure 2.2.

The electric field passing the position of the observer at time \( t \) hits the oscillating
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Figure 2.2: Schematic drawing showing the basic idea of the oscillating mirror model. From the point of view of an external observer the incident laser field is reflected off the electron surface oscillating around an immobile ion background. The reflected wave picks up phase distortions depending on the exact mirror position at the time of reflection. The observer sees a distorted waveform rich in harmonic content.

mirror at a later time \( t' \) given by

\[
    t' = t + \frac{R + X_m(t')}{c}. \tag{2.22}
\]

In this equation \( R \) is the constant distance from the observer to the immobile ion surface and \( X_m(t') \) is the time dependent position of the oscillating electron density surface (see figure 2.2). Since this function is generally not known and very difficult to calculate exactly because of the delicate interplay of forces of the incident laser field and the restoring force of the immobile ions we have to make an assumption at this point. For the sake of simplicity we will consider normal incidence of the laser onto the target and neglect the restoring force of the background ions. The only force acting on the electrons is thus the ponderomotive \( \vec{v} \times \vec{B} \) force from equation 2.11 which is proportional to \( \sin (2\omega_L t) \). \( X_m(t') \) thus becomes

\[
X_m(t') = A_m(t) \sin (2\omega_L t' + \phi_m), \tag{2.23}
\]

where \( \phi_m \) is a phase shift between the driving force and the response of the electron surface and \( A_m(t) \) is the time dependent amplitude of the surface oscillation. The amplitude of the oscillation can be calculated from the normalized vector potential of the driving laser following the derivation in [36] and taking into account that the relation between the
maximum gamma-factor of the surface $\gamma_{\text{max}}$ and $a_0$ is given by $\gamma_{\text{max}} = \sqrt{1 + a_0^2}$ [89]. Thus the amplitude of the oscillation is

$$A_m(t) = \frac{\lambda_L}{4\pi} \frac{a_0(t)}{\sqrt{1 + a_0(t)^2}}.$$  \hspace{1cm} (2.24)

This choice of surface motion may seem somewhat arbitrary and one may ask whether we can expect useful results from this approximation but fortunately it has been shown by Baeva et al. [30] that the most important features of the harmonic spectrum, i.e. its power dependence and the cutoff, are actually independent of the exact surface motion. We can thus expect even our simple approximation to reproduce the key features of the harmonic spectrum correctly.

By inserting equations 2.23 and 2.24 into equation 2.22 and setting $R = 0$ (which we can do since $R$ is independent of time and only introduces a constant and thus irrelevant phase shift) we obtain a transcendental function for $t'$ as a function of $t$ which can be evaluated numerically. From this we can calculate the motion of the mirror as seen by the observer (This is equivalent to the relativistic Doppler shift for non-uniform motion).

Using $X_m(t)$ we can also calculate the distorted electric field in the reference frame of the observer. For an incident sine wave and in the limit of a slowly varying envelope function, i.e. when the envelope $E_0(t) \approx E_0(t')$,

$$E_{\text{inc}} = E_0(t) \sin (\omega_L t),$$  \hspace{1cm} (2.25)

it becomes

$$E_{\text{ref}} = E_0(t) \sin (\omega_L t + 2k_L X_m(t')).$$  \hspace{1cm} (2.26)

This is the incident sine wave with a phase shift proportional to twice the distance $X_m(t')$. $E_{\text{ref}}$ will now contain all the harmonics generated in the reflection from the oscillating surface.

Figure 2.3 shows the results of the calculations sketched above. It can be seen immediately from panel (a) that, from the point of view of the observer (red curve), the surface executes an anharmonic periodic oscillation. The forward motion of the mirror only consumes a small fraction of the oscillation cycle indicating that it moves toward the observer with very high velocity while the backwards motion is much slower. This becomes even clearer when taking the derivative of the surface motion, i.e. when calculating the velocity of the surface as a function of time. This is depicted in figure 2.3 (b). The forward velocity of the mirror is sharply peaked in time. In fact the spikes can be seen to get shorter and higher as the laser intensity increases. These velocity spikes are responsible for the generation of high harmonics because they lead to a strong Doppler
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Figure 2.3: Results of a mirror model calculation assuming a two-cycle laser pulse with a peak intensity of $a_0 = 3$ and the surface motion given in equation 2.23 with $\phi_m = 0$. Panel (a) shows the position of the mirror surface $X_m$ as a function of time in the observers frame of reference (red) and in the reference frame of the mirror (blue). The mirror clearly executes an anharmonic motion in the observers frame of reference. This finding is supported by panel (b) showing the velocity of the mirror surface as a function of time. Sharp velocity spikes can be observed when the mirror moves toward the observer. In (c) the incident (blue) and reflected (red) electric field (equations 2.25 and 2.26) are shown. The almost step-like shape of the reflected field suggests rich harmonic content.

up-shift of the frequency of the incident radiation. They also essentially correspond to the relativistic spikes discussed in the more sophisticated analytical theory developed by T. Baeva et al. [30].

To analyze the harmonic content of the reflected pulse it is most convenient to calculate the reflected electric field in an observers frame of reference. The incident (blue) and reflected (red) fields are depicted in figure 2.3 (c). While the incident field is sinusoidal the reflected field is almost step-like in shape, i.e. the electric field exhibits strong jumps at the instances when the surface moves toward the observer with maximum velocity.

Figure 2.4 shows the power spectra of reflected pulses for different laser intensities
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Figure 2.4: Harmonic spectra for three different laser intensities. The gray lines correspond to power law roll-offs of $\omega^{-5/2}$ (dark gray) and $\omega^{-8/3}$ (light gray). The cut-off was calculated from the laser intensity using the theoretical prediction $q_{\omega_0} \approx \sqrt{8 \gamma_{\text{max}}}$. For comparison the cutoff predicted in [37] is indicated by the light gray dashed line. Good agreement of the simple model with the theoretical predictions can be observed.

(note that in this case infinitely long driving pulses where assumed). The spectra all exhibit the same features. Only odd harmonics are observed owing to the $2\omega_L$ periodicity of the assumed surface motion and all spectra show a slow power-law roll-off up to a certain cutoff and then decay exponentially for higher harmonics. If one assumes a driving force periodic with $\omega_L$ rather than $2\omega_L$ the spectra show the same features except that all harmonics are observed as one would expect from the periodicity of the driving force.

The power-law decay and the cutoff observed with this simple model calculation match remarkably well to the theoretical predictions in [30] and have recently been verified in a set of experiments [57, 61]. The theoretical $\omega^{-8/3}$ roll-off and the $\omega^{-5/2}$ decay predicted earlier [37] are shown in figure 2.4 in light and dark gray respectively. Both predictions are found to be very close to the calculated spectra.

The cutoff shown in figure 2.4 is also calculated from the predictions in [30]. The
cutoff harmonic is given by the theory to be

\[ q_{\text{co}} \approx \sqrt[8]{8\gamma_{\text{max}}^3}, \]  

(2.27)

where \( \gamma_{\text{max}} \) is the maximum gamma-factor of the surface moving toward the incident electromagnetic wave. Note that this functional dependence of \( q_{\text{co}} \) on \( \gamma_{\text{max}} \) is different from all earlier theories which predict \( q_{\text{co}} \propto \gamma_{\text{max}}^2 \) and an exponential decay beyond this point. Nonetheless the \( \gamma_{\text{max}}^3 \) scaling is quoted here since it matches the calculations from the mirror model better and, much more importantly, has been confirmed in recent experiments [57, 61]. It is important to note however that the gamma squared cutoff is not completely wrong either. As is pointed out in [30] it indeed indicates the end of the power-law spectrum. The exponential decay, however, does not start before \( \gamma_{\text{max}}^3 \). In the intermediate region the spectrum decays a little bit faster than the power-law but much less than exponential.

Even though the \( \gamma_{\text{max}}^3 \) scaling seems to contradict the predictions by Einstein for the relativistic Doppler shift [82] of an electromagnetic wave reflected from a moving mirror it can be understood intuitively. The key lies in the fact that Einstein only considers a mirror moving at a constant velocity close to the speed of light in the direction of the observer. In this case he derives a frequency upshift by a factor \( 4\gamma_{\text{max}}^2 \). In the case of the oscillating mirror the picture is quite different. The moments in time when the velocity of the mirror is maximum is confined to a very small time window within each oscillation cycle of the surface. In fact it can be shown that the temporal width of these velocity spikes scales as \( \Delta t \propto \gamma_{\text{max}}^{-1} \) [30]. Considering Heisenberg’s uncertainty principle, i.e. \( \Delta t \Delta \omega = \text{const} \) immediately shows that the frequency spectrum is broadened by an extra factor \( \gamma_{\text{max}} \) owing to the temporal confinement of the emission. Together with the \( 4\gamma_{\text{max}}^2 \) frequency shift predicted for the moving mirror this gives a total up-shift proportional to \( \gamma_{\text{max}}^3 \).

In conclusion this discussion shows that the relativistic oscillating mirror harmonics show some very interesting properties:

- Their generation is independent of the target material as long as a sufficiently smooth plasma surface is formed. The influence of surface roughness on the harmonic generation is studied experimentally in Chapter 5 of this thesis.

- The roll-off of the harmonic power spectrum is universal, i.e. independent of the exact surface motion, and the highest harmonic that can be generated depends only on the focused intensity of the driving laser. Moreover the scaling of the cutoff harmonic and the conversion efficiency is so favorable that, assuming the harmonics can be focused to a near diffraction limited spot, intensities much higher than those of the driving laser could, in principle, be achieved [32] pushing the frontier of
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high-field science toward the Schwinger limit [33] where the generation of electron-positron hole pairs from vacuum is predicted to occur.

- The generated harmonics are fully coherent and the phase relation between the highest harmonics is predicted to be linear [30]. This means that the oscillating mirror mechanism should generate attosecond pulses of fourier limited duration that carry negligible chirp. This prediction is also supported by PIC simulations [38].

2.2.2 Coherent Wake Emission

In contrast to the ROM harmonics which are generated at the surface of the target coherent wake emission (CWE) is a bulk process, i.e. the harmonics are generated inside the overdense bulk plasma. While the fact that harmonics can be generated inside an overdense plasma gradient is known since the late 1970s [41-44] it was only recently that U. Teubner et al. and F. Quéré and coworkers clarified the generation process for femtosecond pulses [34, 54].

They attribute the generation of harmonics inside the bulk plasma to bunches of hot electrons (Brunel electrons [81]) which are first pulled out of the plasma by the component of the laser electric field perpendicular to the target surface to be hurled back inside when the field reverses. The hot electrons propagate through the density gradient and excite plasma waves in their wake. These plasma waves can, under certain conditions, undergo linear mode conversion and radiate electromagnetic waves. This process is essentially inverse resonance absorption and is described for example in [90]. It is important to note that CWE harmonics can only be generated in plasmas that have a finite scale-length. If the density profile is step-like it cannot generate any harmonics [35] because plasma waves with frequencies corresponding to the harmonics cannot be excited. Under very high contrast interactions this can lead to the suppression of the emission of lower order CWE harmonics [91].

The indirect generation of harmonics via hot electrons and plasma waves results in several unique properties of the generated harmonics which distinguish them clearly from the ROM harmonics introduced in the previous section. Most importantly the CWE harmonics can be generated at sub-relativistic intensities \( a_0 \ll 1 \) as low as \( 1 \times 10^{16} \text{ W cm}^{-2} \) [34]. This in fact makes the conclusions of some earlier experimental publications, especially [51], seem rather questionable as they attribute their measured harmonics to the ROM mechanism despite having used non-relativistic laser pulses not taking into account that the properties of the two types of harmonics are completely different. In fact, harmonics as high as the ones reported in [51] should not be generated at all for their experimen-
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tal conditions. Most probably the supposed harmonics are in reality incoherent atomic emission lines.

Besides the intensity necessary for the generation there are two more interesting differences between CWE and ROM. The highest generated harmonic for CWE does not depend on the laser intensity but rather on the properties of the target material and there are two kinds of chirp on the emitted harmonics. Both effects, the cutoff and the chirp, can be understood when looking at the harmonic generation mechanism in a little more detail.

Let us consider the cutoff first. As has been mentioned above the harmonics are generated via mode conversion of plasma waves excited by hot electrons in the pre-plasma gradient of the target. The wavelength of the generated harmonic is thus directly related to the frequency of the excited plasma wave which, in turn, is a function of the local electron density. This means that each harmonic is generated at a different depth within the density gradient and that the highest generated harmonic $q_{co}$ can be calculated from the maximum electron density of the target and the laser wavelength (with its corresponding critical density $n_c$). It is:

$$q_{co} \approx \sqrt{\frac{n_{\text{max}}}{n_c}}. \quad (2.28)$$

For typically used target materials $q_{co}$ lies between 14 for low-density plastics like polymethylmethacrylate (PMMA) and 20 for BK7-glass or fused silica. In principle higher cutoff harmonics should be achievable from high-density lead glass or metal targets. The dependence of the spectral cutoff on the target density for CWE harmonics has been shown in several publications [58, 63, 70].

The fact that the harmonics are generated indirectly via Brunel electrons exciting plasma waves inside the target leads to two different kinds of chirp, a harmonic chirp inside each harmonic and an atto-chirp between the harmonics. The harmonic chirp originates from the fact that the Brunel electrons spend different amounts of time in the vacuum before they are injected into the plasma gradient depending on the instantaneous laser intensity. This leads to the emission of unequally spaced attosecond pulses as has been shown in detailed PIC simulations by F. Quéré et al. [35] and will also be discussed in Chapter 6. Experimentally this unequal spacing is observed as a broadening of the individual harmonics that can be at least partially compensated by properly chirping the incident laser pulse to minimize the unequal spacing [34, 35, 60]. The influence of this effect on the temporal coherence of CWE harmonics and on the harmonic spectra generated with intense few-cycle lasers is discussed in detail in chapters 4 and 6 of this thesis and the publications resulting from these measurements [62, 67].

In contrast to the harmonic-chirp the atto-chirp, i.e. the chirp between the individual harmonics, originates from the fact that the wavelength of the generated harmonic relies
Figure 2.5: Figure illustrating the basic features of CWE harmonics. Panel (a) shows the nonlinear currents inside a target with a maximum density \( n_{\text{max}} = 200n_c \) and a linear density ramp of length \( L = 0.2\lambda_L \) irradiated with a peak laser intensity of \( a_0 = 1.5 \) as obtained from a PIC simulation (Simulation courtesy of S. Rykovano). Different frequency currents are seen to be resonant at different depth inside the density ramp corresponding to those positions where the local plasma frequency \( \omega_p = q\omega_L \). The harmonic cutoff predicted by equation 2.28 is also visible. In (b) the two origins of chirp in CWE harmonics are shown schematically. While the fact that harmonics are generated at different depth inside the target leads to a chirping of the individual attosecond pulses the different excursion times of the electrons as a function of the driving laser intensity leads to unequal spacing of the individual as-pulses.
the velocity of the Brunel electrons causing the excitation of the plasma oscillations. To quantify this chirp and help in interpreting the results of our direct XUV-autocorrelation of the generated attosecond pulses ([63] and chapter 4) we have developed a simple model for the atto-chirp which shall be discussed in the following.

The starting point for the model is a linear density gradient of length $L$ over which the electron density in the target rises from zero to $n_{\text{max}}$ (see figure 2.5). The density as a function of position $x$ can then be written as

$$n_e(x) = \frac{x}{L} n_{\text{max}}.$$  \hspace{1cm} (2.29)

Considering that the relation between the local electron density and plasma frequency is $\omega_p \propto n_e^2$ (see equation 2.18) it is possible to calculate the position $x(q)$ inside the gradient at which the individual harmonics are generated:

$$x(q) = L \frac{n_e}{n_{\text{max}}} q^2.$$  \hspace{1cm} (2.30)

Note that this parabolic behavior with harmonic number is also nicely reproduced by the PIC simulation shown in figure 2.5.

To calculate the relative phase between the individual harmonics from the position at which they are generated two things have to be taken into account: the time it takes for the Brunel electrons to travel to the point in the gradient where the harmonic of interest is generated and the additional phase shift originating from the time it takes for each harmonic to propagate out of the gradient. In general terms the phase accumulated by the q-th harmonic is

$$\phi(q) = 2\pi \frac{L}{\lambda_L} \frac{n_e}{n_{\text{max}}} q^2 \left[ \frac{c}{v_e \cos(\Theta_{\text{in},e})} + \frac{c}{v_{\text{ph}} \cos(\Theta_{\text{out},\text{ph}})} \right].$$  \hspace{1cm} (2.31)

where the first term in the round brackets accounts for the electron propagation into ($v_e$ is the electron velocity and $\Theta_{\text{in},e}$ the angle of incidence (AOI) of the electrons onto the target) and the second for the propagation of the harmonics out of the gradient (with $v_{\text{ph}}$ being the local speed of light inside the plasma and $\Theta_{\text{out},\text{ph}}$ the angle under which the harmonics are emitted).

While the photon term can be evaluated using the index of refraction of the plasma (equation 2.20) and only results in a correction factor in the case of a linear density ramp (for the detailed calculation see [69]), the main problem is the treatment of the electron term. Since $v_e$ and $\Theta_{\text{in},e}$ are generally unknown parameters and difficult to calculate a reasonable assumption has to be made. While this is not easy for the general case two limits can be treated. For laser intensities of $a_0 \ll 1$ the electron propagates roughly in
the direction of the electric field of the incident laser and its velocity can be estimated using equation 2.12. In the relativistic limit, i.e. for $a_0 > 1$, we can assume $v_e \approx c$. For the relativistic case and an angle of incidence of 45 degrees, which is close to the experimental conditions in our autocorrelation measurements ([63, 69] and chapter 4), equation 2.31
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Reduces to
\[ \phi(q) = 2\pi \frac{L}{\lambda_{c}} \frac{n_c}{n_{\text{max}}} q^3 (\sqrt{2} + \frac{2}{3} \sqrt{2}). \]  

Here the factor of \( \sqrt{2} \) simply originates from the angle of incidence and the \( 2/3 \) results from the propagation of the harmonics inside the density gradient.

To get a feeling of how this phase relation between the harmonics influences the generated attosecond pulses the results of a model calculation are shown in figure 2.6. The parameters where chosen to be close to typical experimental conditions in our setup. Assuming that all harmonics up to the CWE cutoff are generated with equal intensity on a PMMA target with a peak density of \( n_{\text{max}} = 200 \ n_c \), the harmonic comb is filtered with a 150 nm indium filter just like in our measurements (the transmission data of the filter is taken from [92, 93]). The resulting harmonic power spectrum used in the calculation is shown in figure 2.6 (a). The spectrum is then fourier transformed to the time domain assuming the phase relation between the harmonics given by equation 2.32 for different scale-lengths \( L \). The resulting pulse trains are shown in the various plots of figure 2.6 (b). The duration of the individual attosecond pulses in the train is also indicated in the figure. Note that for the longest scale-length quoting a full width at half maximum (FWHM) pulse duration does not make much sense. An interesting evolution of the attosecond pulse duration with the scale length can be observed. With increasing chirp the pulse duration rapidly rises from approximately 400 as to values around 850 as and stays there over a wide range of scale length. For values of \( L \) approaching \( \lambda \) the pulses are distorted so severely that it becomes difficult to identify individual wagons in the train.

Even though this model can, owing to its simplicity and the assumptions made, only give a qualitative picture of the influence of chirp on the attosecond pulses generated via the CWE mechanism it is remarkable how well it seems to reproduce the measured results. For reasonable values of the preplasma scale length 0.05\( \lambda \) and 0.25\( \lambda \) the pulse duration deduced from the model is, to within the experimental accuracy, close to the measured value of roughly 900 as [63, 69]. It is also interesting to note that corrections in the electron velocity and AOI toward more realistic values will only change the magnitude of the chirp slightly. It does not have any influence on the functional behavior of the phase with \( q \). One possibility to increase the precision of the model could be to extract the electron velocity and AOI from a PIC simulation and enter those values into equation 2.31 [94].

In conclusion the overview over CWE harmonics given in this section shows that they have unique properties with which they can be distinguished from ROM harmonics.

- The highest achievable harmonic is determined by the maximum density of the target material and not by the laser intensity. This limits the spectral range to
harmonics around the 20\textsuperscript{th} order of an 800 nm laser for commonly used BK7-glass targets. Slightly higher harmonics should be achievable with very high density targets. Even though these cutoffs are much lower than for ROM harmonics a distinct cutoff in the harmonic spectrum can be helpful for some applications [63, 70].

- There is no universal spectral roll-off. The relative intensities of the individual harmonics are determined by the shape of the preplasma gradient [91].

- The generated attosecond-pulses are unequally spaced in time and inherently chirped owing to the fact that the harmonics are generated indirectly via Brunel electrons at different depths within the density gradient.
Chapter 3

Laser Systems

Achieving the ultra-high-intensity electro-magnetic fields necessary for the generation of high harmonics from solid surfaces is a key requirement in the study and eventual application of this radiation source. For this reason the laser systems used to generate the harmonics investigated in this thesis shall be described in more detail in this chapter. The focus is laid on the two systems at the MPQ, the ATLAS laser used for the experiments described in chapter 4, and the LWS10 system with which the experiments in chapter 6 were conducted. The ASTRA laser at the Rutherford Appleton Laboratory, results from which are presented in chapter 5, is similar to the ATLAS laser in its concept and beam parameters and shall not be discussed here. Details on the ASTRA laser can be found, for example, in [95].

In order to generate very high power pulses with moderate-size table-top laser systems it is necessary to amplify pulses with a few to a few tens of femtoseconds duration. Only in this case will pulse energies of a few hundreds of millijoules be sufficient to achieve focused intensities exceeding the relativistic limit (see section 2.1.1). Furthermore the short pulses lead to a short burst of XUV radiation which is desirable when the generated harmonics are to be applied to probe ultra-fast processes.

However, when amplifying fs-duration pulses to the mJ-level the damage threshold of the optics in the amplifier chain becomes a serious issue. In fact, the beam diameters would have to be so large to keep the intensities on the amplifier crystals low that amplification beyond a few mJ would be impossible. To overcome this limitation the concept of chirped pulse amplification (CPA) was invented and successfully implemented for the first time D. Strickland and G. Mourou [96]. In CPA the broad-band weak femtosecond seed pulse is first stretched in time then amplified and finally recompressed (figure 3.1) taking advantage of the fact that the intensity in the stretched pulse is much lower than it is in the unstretched one. Stretching and compression of the pulses is achieved using optical setups with dispersive elements (for example gratings or prisms) in which different
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**Figure 3.1:** Illustration of the Chirped Pulse Amplification (CPA) scheme. A weak seed pulse is stretched in time, amplified and then recompressed to prevent damage to the optics in the amplifier chain.

Spectral components of the incident pulse travel different distances resulting in an elongation of the pulse. The stretching and compression schemes implemented in the laser systems described in this chapter will be discussed in more detail in the sections 4.1.1 for ATLAS and 4.2.1 for LWS10.

To amplify the stretched fs-pulses a broad-band gain medium is required. In practically all conventional sub-100-fs high-power lasers the material of choice is Titanium-doped Sapphire (Ti:Sa). This material offers the broadest gain window of all known solid-state laser materials [97] and simultaneously has the good heat conduction necessary for high repetition rate operation. In addition Ti:Sa can be pumped using frequency-doubled Neodymium:YAG ns-lasers which are readily available. The concept of laser amplification is schematically shown in figure 3.2 (a). The pump photons excite the material to an intermediate state which quickly decays to the upper laser level. In Ti:Sa this upper laser level has a very long life time while the lower laser level decays quickly to the ground state. This leads to population inversion, i.e. a larger population of the upper laser level than the lower one. Subsequently, when a seed photon of the correct wavelength passes through the pumped crystal, the process of stimulated emission of a coherent photon is more probable than the absorption of the seed photon leading to an amplification of the seed beam. More details on the process of laser amplification can be found in many textbooks, for example in [74, 97–99].

Using Ti:Sa amplifier crystals multi-TW peak power laser systems with pulse durations as short as 20 fs with a central wavelength around 800 nm and 10 Hz repetition rate can be realized [100] and a whole group of systems with pulse durations on the order of 40 fs exist around the world including the ATLAS laser that shall be described in more detail in the following section. The lower pulse duration limit and the central wavelength are defined by the properties of the gain material while the heat deposition from the decay to the upper and from the lower laser level limits the repetition rate of such a laser system.

When amplification of even shorter pulses and/or pulses with different central wavelengths is desired a different amplification process is required. Optical parametric amplifi-
cation (OPA) in a nonlinear crystal (for example beta barium borate (BBO) or potassium dihydrogen phosphate (KDP) [101]) offers the opportunity for such broad-band amplification. OPA is a third-order nonlinear process in which a weak seed pulse and a strong pump pulse mix in a process which amplifies the seed and depletes the pump. At the same time the idler wave at the difference frequency between pump and seed is generated to satisfy the condition of energy conservation. This is shown schematically in figure 3.2 (b). In OPA the amplification bandwidth is not determined by the gain-bandwidth of the crystal but rather by the phase-matching condition. OPA only works efficiently when the pump and the seed wave are in phase inside the nonlinear crystal. Thus the gain window and bandwidth can be engineered by the choice of the proper materials, crystal thicknesses and by introducing an angle between the pump and seed beams (noncollinear optical parametric amplification (NOPA)). Aside from this there is another important difference between OPA and laser amplification: In OPA the energy from the pump pulse is directly transferred to the seed pulse and not stored in the amplifying medium like in a laser. This requires exact synchronization between the seed and pump beams making the implementation of OPA in large systems technologically challenging but offers the great advantage that negligible amounts of heat are deposited in the OPA-crystals. This offers the possibility to build high repetition-rate high-power amplifiers. More detailed discussions of OPA can be found, for example, in [102]. Using this technique pulses with spectra spanning several hundred nanometers in bandwidth have been amplified at different central wavelengths ranging from the visible to the infrared and large petawatt-class systems based on OPA are currently under construction [103]. The main amplifiers of the LWS10 system are also based on NOPA and will be described in more detail in section 3.
3.1 ATLAS Upgrade

In this section the upgraded Advanced Titanium:sapphire LASer (ATLAS) will be described in more detail. The system is based on the original ATLAS 10 laser installed at the MPQ in 1996 [104] but has been completely reconstructed and upgraded in 2005 to bring it to the state-of-the-art in Ti:Sa technology. In fact, the work on this upgrade has consumed a large portion of the first year of my PhD-work and was the prerequisite for a whole series of experiments and subsequent publications in the field of high-field science [63, 67, 70, 105-109].

The description of the laser will be divided into two parts, where the first one (section 3.1.1) focuses on the setup of the laser while the second part (section 3.1.2) gives an overview over typical operating parameters of the laser during experimental runs.

3.1.1 Laser Setup

As has been mentioned before the ATLAS laser is based on conventional Ti:Sa technology. A series of four amplifiers is used to amplify the nJ-level pulses from a broad-band Femtolasers Rainbow oscillator [110] to the joule-level. An overview over the laser setup is given in figure 3.3. The main focus during the reconstruction of the ATLAS laser was laid on decreasing the pulse duration while maintaining a high ns- and ps-contrast of the laser because the contrast, i.e. the ratio between the intensity of the peak of the laser pulse and its wings, is of critical importance for high-intensity laser-solid interaction experiments. If the contrast is not sufficient the wings of the laser pulse will ionize the solid target long before the main pulse arrives leading to the interaction of the pulse peak with a long-scale preplasma rather than a sharp density gradient.

The main source of unwanted ns-background and thus limited ns-contrast is amplified spontaneous emission (ASE) from the amplifier crystals [97]. Especially the regenerative amplifier seriously reduces the laser contrast when it is seeded with very weak pulses because ASE can be further amplified when it is trapped in the laser cavity. For this reason a 10 Hz 8-pass Ti:Sa preamplifier was constructed in front of the stretcher to boost the seed energy for the regenerative amplifier. This lead to an improvement of the ns-contrast of the laser by more than one order of magnitude. After pre-amplification the pulses are stretched to a duration of 350 ps and a pulse picker is used to select pulses at 10 Hz from the pulse train generated by the oscillator. The timing of the pulse picker is adjusted such that the highest energy pulses from the pre-amplifier are transmitted for further amplification while the weaker ones are rejected. The transmitted pulses are
then injected into a regenerative amplifier [111] and trapped in the amplifier cavity for 12 round-trips using a Pockels-cell (PC) [97]. In the regen, a schematic of which is shown in figure 3.4, the pulses are amplified from the \(\mu\)J-level to approximately 18 mJ and at the same time their beam profile is cleaned owing to the fact that only light in the lowest-order spatial mode of the cavity is efficiently trapped and amplified.

Owing to the properties of the regenerative amplifier the main pulse switched out of the cavity after amplification is preceded by a series of prepulses originating from leakage from the cavity on earlier round-trips. The prepulses are spaced at multiples of 11 ns, corresponding to the cavity round-trip time, with the one leaving the cavity one round-trip before the main pulse being the strongest. In order to suppress these prepulses and the generated ASE pedestal the beam passes through two Pockels-cells after amplification in the regen. A slow PC with 5 ns switching time and a fast PC with a rise-time of approximately 200 ps are used. Each cell has a blocking-ratio better than 100:1 such that all the prepulses leaking from the regen are suppressed by four orders of magnitude. Furthermore the ASE pedestal is suppressed by two orders of magnitude up to 200 ps before the main pulse.

Since the preservation of the good contrast achieved using the pre-amplifier and the two Pockels-cells after the regen is a key concern in the subsequent amplification of the laser pulses to the Joule-level and the use of further Pockels-cells is not feasible owing to the large beam diameters after further amplification the last two amplifiers of the ATLAS system are set up in a multi-pass or bow-tie geometry to minimize ASE. In such a setup the beam is not trapped inside a cavity using a polarization rotating device and a set...
Figure 3.4: Setup and operating parameters of the four Ti:Sa amplifiers in the ATLAS laser chain used to amplify the nJ-level pulses from the oscillator to the Joule-level required for high-intensity laser-matter-interaction experiments.

of polarizers but rather simply directed obliquely through the amplifying crystal several times using a set of mirrors. Figure 3.4 shows detailed sketches of the two multi-pass amplifiers of the ATLAS laser. While this geometry prevents the generation of pre-pulses owing to the absence of polarizers in the beam from which energy could leak from the amplifier the lack of a cavity makes the conservation of a uniform beam-profile during the passes through the gain medium more difficult. For this reason it is of critical importance that the energy distribution in the pump-beam is as homogeneous as possible to prevent the generation of hot-spots in the amplified beam.

To achieve a homogeneous pump-beam profile a set of integrating mirrors [112] is used.
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They consist of a set of hexagonal plane mirrors mounted in a honeycomb geometry on a spherical metal substrate (see figure 3.5). The amplifier crystal is placed in the focus of the mirror substrate where the reflections from each individual plane mirror overlap. The result of this is a reduction of the pump-beam to the desired diameter without a reduction in size of individual hot-spots. This results in a pump profile with irradiance fluctuations as low as two percent for the ATLAS pump lasers [104].

For further improvement of the beam profile spatial filters [97] are used after each pass through the amplifier in the second multipass. In the spatial filter the beam is focused and subsequently recollimated using a set of spherical mirrors. A ceramic aperture is placed in the focus to reject those components of the beam with high spatial frequencies located in the wings of the focal distribution and transmit only the lower-order ones focused close to the axis. This results in a more homogeneous beam profile without hot-spots.

Depending on the pulse energy desired for the particular experiment the stretched and amplified laser beam can either be extracted with an energy of approximately $520 \text{ mJ}$ after the first multipass or amplified to around $1.5 \text{ J}$ using all amplifiers. Since the focusability of the amplified beam is of key concern when high focused intensities are desired for an experiment and wavefront distortions cannot be avoided during the passage of the beam through the amplifier chain the ATLAS laser is equipped with a Shack-Hartmann wavefront-sensor and a deformable mirror [113]. The sensor and the mirror are connected through a feedback-loop to optimize the wavefront of the amplified beam before it is transported to the compressor. While the focusability of the ATLAS beam is rather poor without the adaptive mirror its use allows the generation of a high-quality focus even with short focal-length optics. A detailed analysis of the ATLAS focus will be presented in the following section.

After the correction of the wavefront the beam is transferred to the vacuum compres-
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Figure 3.6: Schematic drawings of the ATLAS positive-dispersion stretcher and matching negative-dispersion compressor. Both setups are based on gold-coated 1800 l/mm reflection gratings. In addition a Dazzler is used to help in compensating higher-order dispersion for optimal compression.

The negative-dispersion compressor consists of two parallel large-area (200 mm and 300 mm diameter) 1800 l/mm gold-coated holographic reflection gratings and a roof-top end mirror. It recompresses the laser beam from 350 ps down to approximately 40 fs. It is matched to the stretcher which uses a grating with the same specifications and the same angle of incidence [114] and has a transmission of roughly 60 to 70 percent resulting in compressed pulse energies of up to 1 J. Schematics of the stretcher and the compressor are shown in figure 3.6. Note that in practice the stretcher is set up with only one grating and a folding mirror in the fourier-plane of the lens. Furthermore the lens is replaced by a spherical mirror in the ATLAS system. Nevertheless the operating principle of the stretcher stays the same and the unfolded version is shown in figure 3.6 for clarity. Recently a DAZZLER [115] has been included in the laser chain to assist in compensating higher-order dispersion in the system and achieve even shorter pulses.

While the ATLAS laser system is a very versatile and reliable tool for high-field physics experiments several improvements are planned for the near future to make it even more useful. In a first step the output energy of the system will be doubled by adding extra pump-power to the last amplifier. In a second step it is planned to replace the front-end up to the regenerative amplifier with a new more broad-band system to decrease the pulse duration to approximately 20 fs. In parallel a plasma mirror is under construction to
further improve the contrast of the compressed laser beam. For details on plasma mirrors see Appendix A.

3.1.2 Operating Parameters

To ensure optimal operation of the ATLAS system during experiments a whole set of beam parameters are routinely monitored. In the following an overview over the most important characteristics of the ATLAS pulses will be given.

As has been mentioned above the uncompressed pulse energy of the ATLAS laser is roughly 520 mJ after the first multipass and 1.5 J after the final amplifier. Depending on the energy necessary for the respective experiment the beam can be compressed either after the first or after both multipass amplifiers. Typical pulse energies after compression are 350 mJ and 900 mJ respectively. The shot-to-shot energy fluctuations are approximately 5 percent RMS.

To ensure that the amplified pulses are indeed compressed to the shortest possible pulse-duration they are characterized regularly using a GRENOULLIE device [116] based on the frequency resolved optical gating (FROG) technique [116]. Figure 3.7 shows the result of such a measurement. From the raw FROG-image (a) the pulse duration (b) as

![Figure 3.7: Temporal characterization of the ATLAS laser pulses with the FROG technique. The subplots show (a) the raw FROG image, the reconstructed temporal structure of the pulse (b) and its spectrum and spectral phase (c).](image-url)
well as the spectrum and the spectral phase (c) of the pulse can be reconstructed. From the spectral phase it is clearly visible that there is some residual higher-order phase distortion on the beam. Nevertheless the 24 nm bandwidth spectrum of the pulse is compressed to a duration of 42 fs. Note that this measurement was conducted before the DAZZLER was installed on the laser for optimized compensation of higher-order dispersion. With the DAZZLER pulse durations as short as 33 fs have been achieved [117].

While the GRENOUILLIE can be used to determine the pulse duration accurately it is not capable of analyzing the pulse structure in a time window larger than ±250 fs. However, the knowledge of the ps-contrast of the laser pulses is of great importance for high-intensity laser–solid interaction experiments as early ionization caused by pre-pulses leads to fast expansion of the target surface resulting in an interaction of the main laser pulse with a long scale-length pre-plasma rather than a sharp interface. To characterize the ps-contrast of the ATLAS laser a custom-built third-order scanning autocorrelator (AC) [118, 119] was used. A typical AC-trace is shown in figure 3.8. On the leading edge of the pulse the intensity drops quickly to the detection threshold of the correlator corresponding to a contrast 1:10^8 at 4 ps before the main pulse. Note that the prepulse at 2 ps before the main pulse originates from the correlator [120] suggesting that the contrast may be even better. The pre-pulse visible 11 ps before the main pulse is a ghost of the corresponding post pulse and is consequently, like the other post pulses, of no relevance in the analysis of the contrast as it arrives at the target after the interaction with the main pulse. While the contrast of the ATLAS laser is already very good further improvement is expected from the front-end upgrade and a plasma mirror which is currently under construction.

Figure 3.8: Third-order scanning autocorrelation of the ATLAS laser output for measurement of the ps-contrast. The inlay shows a more detailed view of the region close to the peak of the pulse. The maximum measurable contrast is limited to 1:10^8 by the dynamic range of the correlator.
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![Figure 3.9](image)

**Figure 3.9:** Typical focal spot of the ATLAS laser measured in the SHHG chamber. The beam was focused using a 4 inch 30° off-axis polished fused silica parabola with an effective focal length of 160.8 mm corresponding to an F-number of approximately F/2.3. (a) Shows a background-subtracted camera image of the focal spot and (b) gives the encircled energy fraction in the focus as a function of the radius. This can be used to calculate the average intensity in the laser focus.

Finally the high-contrast fs-pulses need to be focused as well as possible to achieve maximum intensity in the interaction region. For all experiments on SHHG conducted at the MPQ a high-quality 4 inch 30° off-axis parabola with an effective focal length of 160.8 mm was used for focusing the laser beam. The corresponding F-number for the ATLAS beam diameter is approximately F/2.3. To monitor the quality of the laser focus it is magnified and imaged onto a beam profiler using an F/2 aspheric objective. An image of a typical focal spot is shown in figure 3.9 (a). Aside from the round main peak a weak halo can be observed around the focus. This halo originates from the fact that the beam-profile of the ATLAS laser is not Gaussian but rather close to a flat-top resulting in an Airy-shaped focus. To analyze the quality of the focus in more detail and estimate the focused intensity the encircled energy fraction as a function of radius, i.e. the ratio between the energy contained within a certain radius around the peak of the pulse and the total energy, is calculated from the image of the focal spot. The results of this calculation

<table>
<thead>
<tr>
<th>Area</th>
<th>Radius</th>
<th>Intensity</th>
<th>$a_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak</td>
<td>0 µm</td>
<td>$8.0 \times 10^{19} \text{ W/cm}^2$</td>
<td>6.1</td>
</tr>
<tr>
<td>Airy</td>
<td>2.5 µm</td>
<td>$3.1 \times 10^{19} \text{ W/cm}^2$</td>
<td>3.8</td>
</tr>
<tr>
<td>1/e$^2$</td>
<td>8.3 µm</td>
<td>$4.4 \times 10^{18} \text{ W/cm}^2$</td>
<td>1.4</td>
</tr>
</tbody>
</table>

**Table 3.1:** Averaged and peak focused intensities calculated for different characteristic radii of the ATLAS focal spot.
are shown in 3.9 (b).

From the encircled energy fraction one can now calculate the focused intensity of the ATLAS laser beam in the SHHG chamber. Since many different conventions are used for defining the average focused intensity three values shall be given here: The peak intensity, the average intensity inside the first Airy-minimum and the average intensity over the radius containing 86 percent of the energy. For an energy of 700 mJ on target, a pulse duration of 45 fs and 45° angle of incidence the corresponding intensities are shown in Table 3.1. This analysis proves that we can indeed reach intensities well beyond the relativistic limit when the ATLAS laser is well focused using a short focal-length parabola.

The measurements presented here demonstrate that the rebuilt ATLAS laser system performs very well in all important parameters and can be a reliable tool for high intensity laser-matter-interaction experiments.

3.2 LWS 10

In contrast to ATLAS the LWS10 system (Light Wave Synthesizer 10 TW) [118, 121–124] has been newly developed over the past couple of years at the MPQ. It is the first laser system worldwide combining multi-TW pulse power with sub-10-fs pulse duration opening the route to novel experiments in several fields of high-field science [62, 125]. The main difference to conventional laser systems is that LWS10 relies on OPCPA (an abbreviation combining OPA and CPA [126]) instead of laser amplification to overcome the limitations in gain-bandwidth of conventional systems and amplify pulses with a spectral bandwidth exceeding 200 nm to the 100 mJ range.

Like in the previous section on the ATLAS laser this section is divided into two parts, where the first one (section 3.2.1) focuses on the setup of the LWS10 system while the second part (section 3.1.2) gives an overview over the performance of the system during the experiments presented in chapter 6 of this thesis.

3.2.1 Laser Setup

As has been mentioned before the LWS10 OPCPA system is based on newly developed technology and is still undergoing constant improvement and upgrading. In the context of this thesis it shall be described in the state it was in during a period between the middle of 2007 and the middle of 2008 when, amongst others, the results presented in chapter 6 were obtained. A schematic overview over the setup is shown in figure 3.10.

Like in any high-power system the main concern during construction, besides generating short pulses and high pulse energies, is maintaining a high contrast of the laser pulses. Initially LWS10 was designed to directly amplify the broadband but weak pulses from a
Figure 3.10: Overview of the setup of the LWS10 10 TW, 8 fs light wave synthesizer. The system is based on a Ti:Sa front-end for the generation of broadband seed pulses and a custom built OPCPA-based amplifier chain. The pump laser is seeded from the same oscillator providing the seed pulses to ensure optical synchronization of pump and seed in the amplifiers.

Femtolasers Rainbow oscillator [110] via OPA in BBO crystals. However it was found that the contrast in this configuration is significantly reduced owing to parametric superfluorescence in the weakly seeded first OPA-stage [124] making most high-field experiments impossible. To overcome this problem a significant increase in the seed energy of the first OPA stage was necessary. To achieve this goal the front-end of the laser was replaced by a Femtopower Compact Pro oscillator, amplifier combination [2] produced by Femtolasers [127]. The new setup is still based on a conventional Ti:Sa oscillator but instead of amplifying the pulses directly from the oscillator via OPA a Ti:Sa 9-pass amplifier is used to boost the energy of the oscillator pulses to 1 mJ. While this improves the contrast of the front-end significantly it has the disadvantage that the Ti:Sa amplifier is not capable of conserving the broad bandwidth necessary for achieving sub-10-fs pulses. For this reason the pulses are broadened to a bandwidth exceeding 250 nm in a Ne gas-filled hollow-core fiber after the pre-amplifier. Despite the losses in the fiber seed pulses with energies of several hundreds of µJ instead of the nJ-pulses from the oscillator are generated with this method.
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After the spectral broadening the pulses are stretched to a duration of 45 ps before further amplification. However, owing to the large spectral bandwidth of the LWS10 conventional grating stretcher and compressor combinations like the one operated on ATLAS cannot be used especially because of their low efficiency. Instead LWS10 relies on a compressor based on bulk glass (fused silica and SF57) and chirped mirrors [123, 124]. While this setup has a very high throughput on the order of 80 percent and is, unlike a grating compressor, not sensitive to the polarization of the laser beam the disadvantage of such a bulk-compressor is that the dispersion is dictated by the material properties of the glass blocks and mirrors used and cannot be tuned like in a grating compressor. Therefore a very versatile stretcher capable of compensating second- as well as higher-order dispersion is necessary. To solve this problem a negative dispersion grism (where grism stands for grating-prism) stretcher [128] was implemented on LWS10. The setup essentially looks like the compressor of the ATLAS laser with an additional prism mounted in front of each grating. In addition a DAZZLER [115] is used to compensate residual higher-order chirp. This stretcher compressor combination allows the generation of fourier-limited sub-10 fs pulses as will be discussed in some more detail in the next section.

After stretching the pre-amplified and broadened seed pulses can now be amplified in two OPA stages without degradation of the pulse contrast of the kHz front-end owing to parametric superfluorescence. For pumping of the OPA stages a 80 ps frequency doubled Nd:YAG laser delivering 600 mJ pulse energy in the green is used [124]. Owing to the OPA process the construction of this pump-laser is more difficult than for a conventional laser since, unlike a laser crystal, the nonlinear medium used in OPA does not store the energy of the pump beam. Therefore it is not possible to use conventional electronically synchronized nanosecond pump-lasers like in the ATLAS system. Instead the pump pulse duration needs to be on the order of the duration of the stretched seed pulse and the two beams need to be synchronized to within better than a picosecond. The only way to ensure this is by optically synchronizing the pump and seed beams. On LWS10 this is achieved by splitting off a part of the oscillator pulses from the main beam, frequency shifting it in a photonic-crystal fiber [129, 130] and using this to seed the pump laser. With the optical synchronization the seed pulses are amplified in two consecutive OPA stages to an energy of 70–80 mJ resulting in a pulse energy of 55–65 mJ after the compressor.

Finally LWS10 is, like ATLAS, also equipped with an adaptive mirror to compensate for spatial wave-front distortions introduced in the laser chain and especially in the bulk glass of the compressor. The adaptive mirror greatly increases the quality of the achievable focal spot and thus the intensity on target available for experiments (see next section).

As has been stated earlier the LWS10 system is still under development and is currently being upgraded. A second arm in the pump-laser doubling its output power will allow
amplification of the seed pulses to 200 mJ. Simultaneously the pulse-duration of the system is reduced to 7 fs. To further improve the contrast of the laser cross-polarized-wave generation (XPW) [131–133] is implemented in the front-end system.

3.2.2 Operating Parameters

Following the description of the LWS10 setup this section will go into more detail on the beam parameters of the system. Especially for temporal characterization of the beam a whole set of diagnostics is available including a single-shot second order autocorrelator [134], a scanning third-order correlator [118, 119] and a SPIDER [135, 136].

The single-shot correlator equipped with a very thin crystal for maximum time resolution offers a convenient and quick way of characterizing the pulse duration of the LWS10 system and, in combination with a spectrometer, analyze the quality of the beam compression. Figure 3.11 shows a typical spectrum and second-order AC-trace of LWS10. The spectrum spanning a range of more than 200 nm (note that the spectrum is plotted on a linear scale) would correspond to a fourier-limited pulse duration of 7.9 fs. The measured duration of 8.0 fs routinely achieved with the system proves that the stretcher-compressor combination is capable of compressing the entire amplified spectrum. Owing to the fact that the single-shot AC is very simple to operate it is used routinely to optimize the pulse duration on a day-to-day basis.

However, while the device can be used for the characterization of the duration of the main pulse its dynamic range is not sufficient to analyze the ps-contrast of the pulses. Furthermore, the second-order device is not capable of distinguishing between pre- and post-pulses. For measurements of the contrast the same high dynamic range third-order AC also used for the characterization of ATLAS (figure 3.8) is used. Figure 3.12 shows

Figure 3.11: (a) Typical spectrum and (b) single-shot second-order autocorrelation trace of the LWS10 pulses. The measured duration of 8 fs corresponds to the fourier limit of the spectrum shown in (a). (AC-trace courtesy of R. Tautz [134].)
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Figure 3.12: Third-order scanning autocorrelation of the LWS10 system. The inlay shows a more detailed view of the region close to the peak of the pulse. The maximum measurable contrast is limited to $1:10^8$ by the dynamic range of the correlator.

a typical third-order AC-trace of the LWS10 system after contrast optimization. While the pulses are not quite as clean as in the ATLAS laser up to 30 ps before the main pulse the measurement shows that LWS10 is capable of maintaining high-contrast during amplification. However, two distinct features can be observed that limit the contrast on the few to few tens of picosecond scale: A pedestal extending 5 ps in front of and behind the pulse at a contrast of $1:5 \times 10^5$ and a longer range feature emerging from the background at about -30 ps with a contrast of $1:10^6$. Recent experiments have revealed, that the two features have different sources. While the 5 ps pedestal originates from imperfect compression in the stretcher-compressor combination the long range pedestal is caused by amplification of the ASE-pedestal from the preamplifier in the OPA stages [137]. While the latter can effectively be suppressed using an XPW-stage after the preamplifier which is currently being implemented permanently in the system anyway [137] reducing the compression errors is not an easy task as it involves redesigning the stretcher and compressor of LWS10.

Finally the focusability of the LWS10 system during our experiments was routinely monitored to ensure a high focused intensity on target. It was found that, even more so than for ATLAS, the adaptive mirror is a crucial component when high-quality focal spots with short focal-length parabolas are desired. Figure 3.13 shows a typical focal spot after optimization with the adaptive mirror. In this case the beam is focused with a parabola identical to the one used in the ATLAS experiments and the focus is observed with a microscope objective and a beam profiler. Note that even though identical parabolas are used for LWS10 and ATLAS the LWS10 focus is slightly larger owing to the systems smaller beam diameter. Again the encircled energy fraction is determined from
Figure 3.13: Focal spot obtained with LWS10. The beam was focused using a 4 inch 30° off-axis polished fused silica parabola with an effective focal length of 160.8 mm corresponding to an F-number of approximately F/3.2 for the 50 mm LWS10 beam. (a) Shows a background-subtracted camera image of the focal spot and (b) gives the encircled energy fraction in the focus as a function of the radius. This can be used to calculate the average intensity in the laser focus.

The image to calculate the focused intensities achieved on target. The average intensities over three characteristic areas are determined and listed in table 3.2. The values were obtained assuming 70 mJ on target, a pulse duration of 8 fs and an angle of incidence of 45°. The values are found to be slightly lower than those obtained for ATLAS (which is not surprising owing to the smaller beam diameter and slightly lower pulse-power) but nevertheless still well above the relativistic threshold inside the Airy-disc.

The measurements prove that the LWS10 system indeed reaches multi-TW peak powers and focused intensities beyond the relativistic limit with pulse durations well below 10 fs making it the first system in a new class of relativistic few-cycle lasers. Despite the fact that the development of LWS10 is far from over it is already capable of conducting novel experiments exploring high-field physics on the sub-10 fs time-scale. Future improvements will significantly increase the laser contrast and energy pushing the limit of few-cycle laser technology into the range of 100 of TW peak-power.

<table>
<thead>
<tr>
<th>Area</th>
<th>Radius</th>
<th>Intensity</th>
<th>$a_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak</td>
<td>0 µm</td>
<td>$4.5 \times 10^{19}$ W/cm²</td>
<td>5.5</td>
</tr>
<tr>
<td>Airy</td>
<td>3.2 µm</td>
<td>$1.4 \times 10^{19}$ W/cm²</td>
<td>2.6</td>
</tr>
<tr>
<td>$1/e^2$</td>
<td>12.0 µm</td>
<td>$1.7 \times 10^{18}$ W/cm²</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 3.2: Averaged and peak focused intensities calculated for different characteristic radii of the LWS10 focal spot.
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Temporal Characterization of Surface Harmonics

One key advantage of surface harmonic generation over other laser-plasma based XUV-sources is the prospect of coherent phase locked emission of the radiation. In combination with the inherently broad-band emission spectrum this offers the prospect of generating ultra-intense pulses of as-duration. In terms of pulse duration and thus time resolution and peak pulse intensity this would make such a source superior to conventional Kα and X-ray laser sources [138, 139]. The only other laser-plasma source with similar properties is the flying mirror [140, 141] which is essentially based on the same principles as the ROM only that the reflecting electron sheet travels toward the laser source at constant velocity instead of oscillating.

In this chapter two experiments aiming at characterizing the temporal structure of the surface-harmonic emission will be presented addressing the integral question of temporal coherence and phase locking of the emitted radiation. Both experiments where conducted at the MPQ where a special experimental setup has been devised to allow the accumulation of many laser shots from a large-area target which is essential for temporal characterization experiments.

In a first section I will present results of a second-order autocorrelation (AC) measurement of a train of harmonics which shows, for the first time, that the harmonic radiation is indeed emitted as a train of as-pulses [63]. This work is also presented in detail in the thesis of my colleague Y. Nomura [69] but as it was a collaborative effort that has consumed a large portion of my PhD-work it shall also be presented here. The results also allow interesting comparisons with the data obtained in the temporal coherence measurements.

The coherence measurements are completely new, i.e. they have not been published before, and will be presented in the second experimental section of this chapter. The measurements follow a method first introduced for gas harmonics by D. Hemmers et al.
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[142] and allows the determination of the coherence time of the individual harmonics. In addition the method can be used, for example, to measure the complex index of refraction of materials [142]. While the temporal coherence measurement, by nature, cannot be used to unambiguously determine the pulse duration of an unknown source the results are still very informative especially when compared to those of the AC. In this case differences in coherence time and deduced pulse duration give indirect information on the phase properties of the harmonics and allow conclusions about the dynamics of the harmonic generation mechanism.

4.1 Experimental Setup

Before the results are presented a short overview of the experimental setup and the facilities available at MPQ shall be given. The SHHG experiment is set up in one of four target chambers each one of which is dedicated to one particular experiment. The individual chambers are all connected to a sophisticated motorized beamline system which allows, in principle, the delivery of either ATLAS or LWS10 to any target chamber. In practice, however, the SHHG chamber is currently equipped with dielectric mirrors which only allow the use of ATLAS as their reflectivity is not broad-band enough to support LWS10. To alleviate this problem an upgrade of the beamline is currently under way the main objective of which is to exchange the mirrors for more broad-band silver-coated ones and allow the operation of two experiments in different chambers in parallel to maximize the efficient use of the laser systems.

A photograph of the target chamber is shown in figure 4.1 (a). The laser beam enters the chamber from the top and is directed onto the 30° off-axis, dielectrically coated focusing parabola via two plane mirrors. The 4 inch focusing mirror has an effective focal length of 160.8 mm corresponding to F/2.3 for the 70 mm diameter ATLAS beam. The parabola is positioned such that the focus is located at the geometrical center of the octagonally shaped target chamber to allow best possible access to the interaction region from the various side ports. The target is positioned in the focus of the laser under an angle of 45° resulting in a specularly reflected harmonic beam in a plane parallel to the chamber floor. This geometry ensures that the mirrors for steering the incident laser beam do not interfere with optical components used to manipulate the XUV beam. A detailed CAD drawing of the beam geometry around the focus and of the target mechanism is shown in figure 4.1 (b).

The target mechanism was specially designed for the needs of multi-shot temporal characterization experiments as it can accommodate large 120 mm disk targets allowing the accumulation of up to 2000 laser shots. To provide a fresh target spot for every shot
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(a) Photograph of the MPQ target chamber. The ATLAS beam enters the chamber from the top and is focused to the geometrical center of the vacuum vessel using an F/2.3, 30° off-axis parabola. In this photograph the chamber is equipped with the ACTON spectrometer (blue box) and a gold focusing mirror (inside the black cube). The configuration is comparable to the one in 6.1 (b). The CAD drawing in (b) shows the details of the target mechanism inside the chamber. The 120 mm disc target is movable in three dimensions (rotation, translation along the target surface and translation in focal direction). An additional translation stage can be used to move the target out of the laser beam and allow characterization of the laser focus. The small gold parabola was used to recollimate the harmonic beam for the AC-measurements and can be flipped down for the characterization of the XUV-spectrum.

at 10 Hz repetition rate the target can be rotated and translated parallel to the target surface with two computer controlled stepper-motor stages. In addition a third stage allows translation of the mechanism in the focal direction to optimize the laser intensity on the target. Finally the mechanism is mounted together with an F/2 achromatic objective on another large translation stage. The stage is long enough to completely retract the target from the beam and allow the characterization of the laser focus with the objective. Details on the focal spot characterization can be found in section 3.1.2.

After generation on the target the XUV beam is then either diagnosed with an XUV spectrometer attached to the outside of the target chamber using the same geometries as the ones shown in figure 6.1 (b) and (c) or directed to an experiment using a suitable bending mirror. Figure 4.1 (b) shows the small recollimating parabola used in the autocorrelation experiments. It is mounted on a flipper stage to allow easy removal from the beam for measurements of the harmonic spectrum (see also figure 4.2). The details of the setups of the two experiments presented here will be described in the respective
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subsections.

4.2 Methods for Temporal Characterization

As has been mentioned before two experiments designed to investigate the temporal characteristics of surface harmonics shall be presented in the following: One on the XUV-autocorrelation of a train of harmonics and one addressing the temporal coherence of surface harmonics. Owing to the fact that the approaches used are very different the experiments will be presented in two different subsections, however the interpretation and the discussion especially of the coherence measurement profits greatly from the comparison of the results obtained with the two different methods.

4.2.1 The XUV Autocorrelation

First an overview of the nonlinear XUV autocorrelation experiment shall be given. While the autocorrelation is a well known and widely used temporal characterization technique in the visible wavelength range its application to XUV radiation remains very difficult and has only been successfully implemented in experiments with gas harmonics so far [143, 144]. The key problem is to find a medium that exhibits a nonlinear response in the desired wavelength range. For visible light this can be achieved with nonlinear crystals [101] but in the XUV a different detector is needed. The measurements presented here rely on the non-resonant two-photon ionization of Helium [145] as the nonlinear detector. Owing to the large ionization potential of He of 24.6 eV this is suitable for harmonics 8 to 15 of the fundamental laser wavelength. The energy of these photons is low enough to prevent single-photon ionization but high enough to ensure that any combination of two photons can produce He$^+$. 

The setup of the XUV volume-AC used in the experiment is shown in figure 4.2 and is very similar to the one used in [143]. The spectral selection is achieved using an Indium filter to reject all harmonics below H8 and the CWE-cutoff of a PMMA (Polymethylmetacrylate) target to prevent the generation of harmonics higher that H14 (owing to the limited contrast of the ATLAS laser no ROM harmonics were generated). Additionally the recollimated beam from the target is reflected off a fused silica wedge under an angle of 57$^\circ$ to suppress residual IR-radiation as this is the Brewster-angle [74] for the fundamental laser wavelength. Note that this method has also been used before in the context of harmonics from gaseous media [146]. The filtered beam is then reflected under an angle of 8$^\circ$ off a split spherical gold mirror and focused into a helium gas jet. The ions generated in the jet are detected using an multi-channel plate (MCP) attached to a time-of-flight spectrometer. The split mirror serves two purposes in this setup. For one
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**Figure 4.2:** Setup of the XUV-autocorrelator. The harmonics from the target is recollimated using a 1 inch, gold coated, 90° off-axis parabola. The beam is reflected under 57° AOI (Brewster angle for the fundamental) off a fused silica wedge to suppress the residual IR and then spectrally filtered using a 150 nm Indium filter selecting only harmonics 8 and up. The selected harmonics are then focused, using a split 150 mm focal length gold mirror acting as a wave-front divider, into a helium gas-jet. The resulting ion spectra are recorded using a time-of-flight spectrometer. Typical mass- and harmonic-spectra are shown in the insets.

it acts as a fully reflective beam-splitter and simultaneously one half can be delayed with respect to the other using a piezo-driven translation stage to introduce a delay between the two halves of the beam. Depending on the delay the focused intensity in the jet is varied resulting in a variation of the 2-photon-generated He\(^{+}\)-ion yield and thus allowing the extraction of a second-order AC-trace.

However, before an AC-measurement can be conducted it is of utmost importance to confirm that the ionization in the gas jet is indeed dominated by the 2-photon process and thus suitable for AC. To study this the dependence of the yield of various ion species has been recorded as a function of the XUV-intensity for a fixed setting of the split mirror. Note that the O\(_2^+\)-signal, which is known to be generated via single-photon ionization in the photon energy range used (ionization potential 12.1 eV [147]), is used as a measure of the XUV-intensity as this is more precise than scaling the graph with the driving laser intensity. Figure 4.3 shows the result of this measurement for (a) and (b) a low-density PMMA target with a CWE-cutoff at harmonic 14 and a high-density fused silica target
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Figure 4.3: Harmonic spectra after the In-filter and dependence and ion yield dependence on XUV-intensity for (a) and (b) a low-density PMMA and (c) and (d) a high density fused silica target. The low density target displays a clear cutoff at H14 while the spectrum from fused silica extends beyond this point. The ion yields of \( \text{He}^+ \) and several components of the residual background gas are plotted against the \( \text{O}_2^+ \)-ion yield. In this case a slope of one indicates single-photon ionization while a slope of two is evidence of two-photon ionization.

with a cutoff at H20. For comparison the harmonic spectra after the In filter are shown in panels (a) and (c). Note that weak but clearly visible harmonics beyond the 15\(^{th}\) order can be observed in the case of the high-density target while the PMMA target displays a sharp cutoff at harmonic 14. Despite this seemingly small difference in the XUV-spectra a very obvious difference is visible in the intensity dependence of the \( \text{He}^+ \) ion-yield in the two cases. While the measurement with the PMMA target and thus the sharp cutoff in the spectrum (figure 4.3 (b)) clearly displays an intensity dependence with a slope of close to 2 for \( \text{He}^+ \) in the log-log-plot indicating 2-photon ionization the high density target (figure 4.3 (d)) results in a slope of approximately one indicating that the residual 16\(^{th}\) harmonic contained in the spectrum in this case is sufficient to dominate the ionization dynamics leading to mainly single-photon ionization. In fact, this is not very surprising as the cross-section for single-photon ionization of He is roughly four orders of magnitude
higher than that for the 2-photon process. For comparison the intensity dependence of the ionization of two background gases is also shown in figure 4.3. For both H$_2$O$^+$ and N$_2^+$ a slope of one is detected for both targets as one would expect from the respective ionization potentials of 12.6 eV and 15.6 eV [147] which are both significantly lower than the energy of the highest harmonic in the spectral composition.

The measurements indicate how crucial proper spectral filtering especially at the high-energy end of the harmonic composition used for the autocorrelation is for the success of the experiment as only a 2-photon process as detector will allow the measurement of the duration of the XUV emission. We have therefore chosen to conduct the AC-measurement with low-density PMMA targets to take advantage of the spectral cutoff despite the less favorable material properties (lower damage threshold, bigger problems with target contamination and thus faster decay of the harmonic signal [69, 70]) as compared to the more robust fused silica targets.

The temporal characterization of the harmonic train synthesized using the In filter and the PMMA target was conducted in two steps. In a first measurement a rough scan was conducted to determine the overall duration of the harmonic emission and find the best overlap between the two replica of the beam before, in a second step, a fine scan was recorded to look for sub-cycle bunching and therefore as-pulses in the harmonic emission.

For the coarse scan a delay step-size of 3.3 fs was chosen and 20 mass-spectra where recorded and averaged for each delay tstep. The AC-trace resulting from this scan is shown in the top plot of figure 4.4. Note that the observed contrast of approximately 1.5:1 is to be expected as the maximum contrast expected from a volume-AC is 2:1 and not 3:1 as for a collinear intensity-AC [148] and aberrations introduced in the XUV beam-path will lead to further contrast reductions [63, 69]. For comparison the H$_2$O$^+$-signal known to originate from single-photon ionization is also shown in the plot and, as expected, does not show any variation with delay except for a small decay toward later times which can be attributed to degradation of the target during the measurement. For the interpretation of the data it is important note that the raw data has been smoothed using a running average over 9 adjacent data points to reduce fluctuations in the plot. This has to be taken into account when extracting the pulse duration from the measured trace as the smoothing will broaden the plotted trace. The pulse duration has therefore been extracted in a first step by fitting a Gaussian to the raw data yielding an overall duration of the XUV-burst of 44±20 fs where the large uncertainty is a result of the fluctuations in the raw signal. For comparison the fit is also shown as a green dashed line in figure 4.4. It is also possible to extract the duration of the pulse from the smoothed data by unfolding the width of the smoothing function from the result of the (much improved) fit to the smoothed data. Albeit more indirect, this yields a result with a smaller error of 47±4 fs
Figure 4.4: Coarse and fine second-order volume autocorrelation of a train of as-pulse composed of harmonics 8 to 14. The AC-traces are obtained from the He\(^+\) signal measured as a function of the delay between the beams reflected from the two parts of the split mirror. Each data point is the result of averaging over 20 individual shots. The delay step size was chosen to be 3.3 fs in the coarse scan and 133 as in the fine scan. To visualize the trend clearly the running average over 9 delay points was taken. For comparison and extraction of the pulse duration a gaussian fit to the raw data is also shown (dashed green line). The single-photon H\(_2\)O\(^+\) signal is given for comparison.

which is in good agreement with the duration extracted from the raw data. The fact that this value is very close to the duration of the ATLAS laser pulse indicates that the CWE mechanism is indeed a nearly linear process which is in agreement with previous findings [34].

To study the sub-cycle structure of the harmonic emission a fine scan was conducted
with a very high temporal resolution of 133 as corresponding to 20 steps per driver laser cycle over a total range of 4 laser cycles around the point of best overlap. The data was treated in the same way as in the coarse scan and the result of the measurement is shown in the lower panel of figure 4.4. A periodic structure with a spacing of one fundamental laser cycle is clearly visible proving that the harmonics are indeed emitted as a train of as-pulses. Note that, in contrast to gas harmonics [143], the periodicity of one as-pulse per cycle is expected as the harmonic spectrum contains all harmonic orders and not only the odd ones in the case of surface harmonics. Again, by fitting a train of gaussians to the raw data, it is possible to estimate the duration of the individual as-pulses yielding a duration of $0.9 \pm 0.4$ fs. Despite the uncertainty of this estimate it allows interesting conclusions about the harmonic generation process. Purely from the harmonic spectrum one would expect a significantly shorter as-pulse duration of approximately 450 as. However, in section 2.2.2 a simple model for the atto-chirp expected as a result of the generation of the CWE-harmonics in a density gradient is derived and a series of as-pulse trains for pre-plasmas of various scale-length are plotted in figure 2.6. Interestingly the durations deduced from the model for a harmonic spectrum very similar to the one used in the experiment are close to the measured 900 as for a wide range of scale-lengths. In fact, even though the pre-plasma scale-length has not been measured in our experiment, it most likely lies inside the window between 0.05 and 0.25 $\lambda$ used for the model calculations. Therefore, while the precision of the AC is not high enough to definitely prove the relation the observed as-pulse duration is most likely the result of the chirped emission of the individual harmonics from a density gradient.

The result of the fine scan shows, for the first time, that the harmonics emitted from solid targets are indeed phase-locked as predicted by theory. This proves that surface harmonics have the potential to serve as a source of as-pulses overcoming the fundamental intensity limit imposed on harmonic generation from noble gases [29] and paving the way for a wealth of new experiments [19–22]. However, while the method of XUV-autocorrelation was successfully implemented in this experiment it is limited to a fixed range of harmonics. To exploit and characterize the full potential of surface harmonics new methods based either on alternative 2-photon transitions [144, 149, 150] or for example the streak camera [10, 151, 152] method for temporal characterization will need to be investigated in the context of harmonics from solid targets to improve temporal resolution and study even shorter as-pulses.

4.2.2 Temporal Coherence Measurements

Compared to the nonlinear autocorrelation the experimental realization of a temporal coherence measurement is very simple as it essentially is a first-order autocorrelation
and therefore does not require a nonlinear medium. The drawback of this is that the temporal coherence measurement does not return the real pulse duration of the XUV-burst but rather the duration expected under the assumption that the phase across the individual harmonics is flat, i.e. the minimum possible duration associated with a given power spectrum. Therefore the method will underestimate the real pulse duration in the case of a chirped harmonic beam. Figure 4.5 illustrates this by comparing the temporal structure of a pulse with the spectral intensity and phase shown in (a) when the phase is taken into account (b) or set to zero (c). From the comparison one can clearly see that different pulse durations will be deduced from a second-order autocorrelation (assuming a reasonable pulse shape) and a temporal-coherence measurement in the case of a chirped pulse. In return, however, this means that from the comparison of a nonlinear AC with a coherence measurement information about the harmonic chirp can be obtained.

In the context of the experiment presented here it is important to note that, in principle, the results obtained with a temporal coherence measurement can also be deduced...
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Figure 4.6: Setup of the modified transmission spectrometer used for the measurement of the temporal coherence of CWE-harmonics. (a) Top-view of the setup showing the double pinhole in front of the transmission grating. The divergent harmonic beams emanating from the pinholes are diffracted into the various orders and interfere in the plane of the detector. The time delay between the two beams $\Delta d$ can be varied by rotating the double pinhole with respect to the grating lines. (b) Large view of a typical interference pattern recorded with zero delay. The white circles indicate the footprints of the beams emanating from the individual pinholes. Their separation is $\Delta x$ and the resulting fringe spacing in the interference region is labeled $\delta$. (c) Front view of the double pin-hole with labels on the important dimensions.

directly from a high-precision spectral measurement. If the line shape of the individual harmonics is measured very accurately the coherence time can be deduced directly from it. In practice, however, such high-precision measurements are very difficult as they require unfolding several parameters from the spectrum. Especially the alignment of the imaging system inside the spectrometer is almost impossible to characterize precisely. On the other hand the coherence measurement is not difficult to perform as it can be implemented with a conventional transmission spectrometer and delivers more reliable results. To underline this a comparison of the two methods will be given at the end of this section.

The concept of the measurement follows the method introduced by D. Hemmers et al. [142] for the investigation of gas harmonics with some adaptations of the setup to the special requirements of a surface harmonic experiment. It is based on a conventional non-imaging transmission spectrometer in which the entrance slit has been replaced by a pair of pinholes mounted such that they can be rotated with respect to the orientation of the grating lines (a more detailed description of the spectrometer can be found Appendix B.4). The double-pinhole serves two purposes in the experiment: It acts as a beam splitter by selecting two narrow beams from the harmonic emission cone and simultaneously
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introduces a delay between the them in the first diffraction-order of the spectrometer. The delay can be adjusted by rotating the pinholes and can be calculated using equation B.4. Figure 4.6 (a) shows a top-view of the setup from which one can intuitively understand the origin of the delay when the axis connecting the two pinholes is not aligned to the grating lines. (b) and (c) show an image of a typical interference pattern and a front-view of the double pinhole on which all relevant dimensions are labeled.

For the success of the experiment it is of great importance to choose the optimal dimensions $s$ and $S$ for the two pinholes. The separation of the two pinholes determines the maximum delay that can be introduced between the two replica of the beam and has to be determined depending on the expected range of coherence times. It should be chosen big enough to completely separate the two signals in time but not larger than necessary as this would decrease the resolution and make overlapping the beams emanating from the two sources more difficult. In a second step the size of the individual holes needs to be determined. The choice is strongly influenced by the selected pinhole separation and will always be a trade-off. On the one hand the opening has to be small enough such that the diffraction of the harmonics of interest is large enough to allow significant overlap of the two beams on the detector but on the other hand the openings should not be smaller than necessary for maximum possible harmonic transmission. As a result of this consideration we have chosen a separation of $S=100\ \mu m$ and a hole diameter $s=60\ \mu m$ for our experiment.

Figure 4.7 (a) shows a series of images recorded with a CsI-coated MCP-detector in the first diffraction order of the transmission spectrometer for different angles of the pinholes (and thus different temporal delay), where an angle of $0^\circ$ corresponds to zero delay while $90^\circ$ is equivalent to the maximum delay of $\Delta t_{q,\text{max}} = 120\lambda_q/c$ where $q$ denotes the harmonic order and $\lambda_q$ is the corresponding wavelength. From the images one can clearly see the decrease in fringe visibility for all harmonic orders with an increase in the delay as one would expect. To quantify this effect it is necessary to determine the fringe visibility $V$ as a function of delay $\Delta d$ for all harmonics and deduce the coherence length, i.e. the delay $l_c$ for which

$$2V(\Delta d = l_c) = V(\Delta d = 0)$$

(4.1)

and which is related to the coherence time $t_c$ through the simple relation $t_c = l_c/c$. The visibility or modulation depth is a function of the maximum and minimum intensity $I_{\text{max}}$ and $I_{\text{min}}$ in the interference pattern and is defined as

$$V = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}}. $$

(4.2)

Considering that the present problem is essentially one dimensional and the raw images
obtained with the detector can be reduced to lineouts by binning in the direction perpendicular to the fringe pattern one can follow the derivation in [153] to determine the visibility using the interference equation for partially coherent light given therein:

\[
I^{(q)}(x, \Delta d) = I_1^{(q)} + I_2^{(q)} + 2\sqrt{I_1^{(q)} I_2^{(q)}} |g_{12}(\Delta d)| \cos \left( \frac{2\pi}{\delta^{(q)}} x \right),
\]

(4.3)

where the upper case \((q)\) denotes the harmonic number, \(I_1^{(q)}\) and \(I_2^{(q)}\) are the intensity distributions of the individual beams on the detector, \(|g_{12}(\Delta d)|\) is the absolute value of the normalized cross-correlation function (see [153]), \(\delta^{(q)}\) denotes the fringe spacing for the respective harmonic and \(I^{(q)}(x, \Delta d)\) is the resulting interference pattern. Inserting equation 4.3 into equation 4.2 one can rewrite the visibility as a function of delay in the new form

\[
V = \frac{2\sqrt{I_1 I_2}}{I_1 + I_2} |g_{12}(\Delta d)|
\]

(4.4)

and reduce this in the special case when \(I_1 = I_2\) to

\[
V = |g_{12}(\Delta d)|.
\]

(4.5)

To fit the lineouts extracted from the raw data with equation 4.4 it is necessary to determine \(I_1^{(q)}\), \(I_2^{(q)}\) and \(y^{(q)}\) from the geometry of the experiment. Assuming that the pinholes are evenly illuminated the light emanating from them will form an Airy-pattern on the detector. The radius of the Airy-disc of the \(q^{th}\) harmonic \(r_A^{(q)}\) is given by

\[
r_A^{(q)} = 1.22 \frac{\lambda L_{GD}}{s}
\]

where \(L_{GD}\) denotes the distance from the grating to the detector. For the sake of simplicity and owing to the fact that only the central maximum of the Airy-pattern contributes significantly to the measured interference pattern the central Airy disc is approximated with a Gaussian of \(1/e^2\)-radius \(w^{(q)} = 0.687 r_A^{(q)}\) corresponding to \(w^{(q)} = 6.55/q [\text{mm}]\) for the experimental geometry used. The intensity distributions \(I_1^{(q)}\) and \(I_2^{(q)}\) can therefore be written in the form

\[
I_i^{(q)} = I_{i0}^{(q)} \exp \left[ -2 \left( \frac{x \pm \Delta x/2}{w^{(q)}} \right) \right].
\]

(4.6)

\(\Delta x\) (see figure 4.6 (b)) describes the distance between the maxima of the two individual Gaussians and can be determined from the geometry of the experiment using the relation

\[
\Delta x = S(1 + L_{GD}/L_{TG}),
\]

where \(L_{GD}\) and \(L_{TG}\) are the distance grating to the detector and from the target to the grating respectively. Finally the last parameter \(y^{(q)}\), the fringe spacing in the interference pattern, needs to be determined. It is given, in the limit of small angles which is well fulfilled in this experiment, by \(y^{(q)} = \lambda^{(q)}/\beta\) where \(\beta\) is the angle under which the wave-fronts emanating from the double-pinhole intersect at the detector. The angle can be determined from the geometry of the experiment and is given
by \( \beta = S/L_{TG} \) (note that the effect of the slight difference in AOI onto the grating of the rays originating from the two pinholes can be neglected as its contribution to \( \beta \) is negligible).

Using equation 4.6 and the derived fringe spacing it is now possible to fit equation 4.3 to the interference patterns extracted from the raw images of each individual harmonic at each delay step. In the procedure the factors \( w^{(q)}, \Delta x \) and \( y^{(q)} \) are determined from the experimental geometry and fixed while the best fit for \( I_{10}^{(q)}, I_{20}^{(q)} \) and \( |g_{12}(\Delta d)| \) is determined. For the 13\(^{th}\) harmonic at an angle of 3.4\(^\circ\) the result of this fit is shown in figure 4.7 (c). Owing to the fact that the intensities of the two Gaussians are generally found to be very similar the simpler equation 4.5 is used to determine the visibility from
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Each fit. The result of this evaluation is shown in figure 4.8 (a), where each black point in the plots is the result of the fit to one interference pattern. The error bars correspond to the error of the fit owing mainly to small differences between the two intensities $I^{(q)}_{10}$ and $I^{(q)}_{20}$. To determine the coherence times of the individual harmonics using the criterion given in equation 4.1 the extracted visibilities are fitted with Gaussians which are also shown in each plot of figure 4.8 (a). Finally the FWHM of each fit is determined and the coherence time is deduced. The results of these evaluations for harmonics 12 to 16 are shown in figure 4.8 (b).

From the measurement it is immediately obvious that the coherence time of the individual harmonics is significantly shorter than the duration of the driving laser pulse. More notably, however it is also significantly different from the XUV-pulse duration determined using the second-order AC (figure 4.4). In addition, unlike the AC where the harmonic composition was diagnosed, the spectrally resolved measurement in this experiment allows the wavelength dependent analysis of the temporal characteristics of the XUV-radiation. This reveals an almost constant coherence time for all analyzed harmonics with a slight tendency toward shorter coherence for higher harmonics. It is important to note however that this trend lies well within the error bars of the measurement for harmonics 13 to 16 making an analysis of this effect very difficult.

To analyze and interpret the discrepancy between the overall length of the XUV-emission deduced from the AC and the coherence measurement it is important to understand that the main difference between a second-order AC and a coherence measurement lies in the way in which chirp influences the results of the experiments. While the AC is capable of finding the real pulse duration of both the envelope as well as the individual as-pulses including the effects of chirp the coherence analysis only yields the fourier-limited duration supported by the generated harmonic power spectrum (see figure 4.5), i.e. the pulse duration of the emission envelope under the assumption of a flat phase. In fact, owing to the spectrally resolved measurement of the coherence time, no direct information about the individual as-pulses can be deduced from this measurement. The discrepancy (within the experimental errors) in the results of the two measurements therefore proves that each individual harmonic in the emitted spectrum is indeed chirped as expected for CWE. While chirping of the CWE-harmonic spectrum has also been identified as the source of the broadening of each individual as-pulse in the fine AC-measurement it is important to emphasize that it is a different kind of chirp that has the main contribution to the decrease in harmonic coherence and is therefore probed here (as the coherence measurement does not yield direct information about the individual as-pulses). While the broadening of the as-pulses originates from the fact that the individual harmonics are generated at different depths inside the pre-plasma gradient which results in a smooth
variation of the phase across the whole CWE-spectrum, the decrease in coherence time is mainly caused by rapid phase modulations across individual harmonics. These are expected to be the result of the unequally spaced emission of the individual as-pulses within the pulse train resulting from the indirect generation of the harmonics via Brunel-electrons (Section 2.2.2 [34]).

To determine whether the coherence time deduced from the measurement presented here can indeed be explained by unequal spacing of harmonic emission model calculations have been conducted in which an unequally spaced train of as-pulses was fourier-transformed to determine the expected harmonic spectrum under these conditions. To find a realistic model for the spacing this was extracted from a PIC-simulation and introduced into the model calculation. For a more detailed discussion of the model calculations

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.8.png}
\caption{(a) Plots of the fringe visibility as a function of delay between the beams emanating from the two pinholes. The coherence time is deduced by fitting a Gaussian to the data points for each individual harmonic. The resulting coherence times as a function of harmonic order are shown in (b).}
\end{figure}
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see chapter 6 and references [62, 67]. From the resulting harmonic spectrum recovered for a 40 fs pulse with intensities similar to those used in this experiment the harmonic width was extracted for comparison with the coherence measurements presented here. For the harmonic 13 the model returns a spectral bandwidth of \( \Delta \omega/\omega = 0.15 \pm 0.05 \) (compared to \( \Delta \omega/\omega = 0.04 \) expected for an equally spaced train of the same duration). This finding is in good agreement with the value of \( \Delta \omega/\omega = 0.10 \pm 0.03 \) (corresponding to a coherence time of 17.5\( \pm\)2.5 fs) deduced from the experiment suggesting that the unequal spacing is indeed the origin of the discrepancy between coherence time and the overall duration of the generated XUV burst. The model calculation may also hint at the origin of the decreasing coherence time at higher harmonics. When an atto-chirp, i.e. a chirp as a result of harmonic generation in a gradient, is introduced in the model slight broadening of the higher harmonics is observed. This is the result of the fact that the phase variation is stronger for higher harmonics than for lower ones in a linear pre-plasma ramp (see equation 2.32). However, while this is a possible explanation the data presented here is not precise enough to draw any final conclusions in this respect. For this purpose further higher precision measurements and more refined calculations are necessary.

Having discussed the results of the coherence measurement and compared it with the model it is interesting to revisit the discussion about the necessity of such a measurement as the coherence time can, in principle, also be deduced from a spectral measurement directly. For this purpose it is interesting to analyze some typical spectra obtained with the McPherson spectrometer. Even though great care was taken to align the spectrometer correctly and the entrance slit was narrowed to prevent line-broadening owing to a large entrance aperture typical line-width derived from such measurements are \( \Delta \omega/\omega = 0.25 \pm 0.05 \) and thus more than two times larger than the value derived from the coherence measurement (typical spectra are shown for example in figures 4.3 and 6.3 (b)). More importantly however the value deduced from the spectral measurement does not match the model calculations nearly as well as the coherence measurement does.

In the future it will be very interesting to repeat the coherence measurement on harmonics generated via the ROM mechanism and compare the results obtained there to an autocorrelation as the phase of the relativistic harmonics is expected to be flat [30, 38]. Thus the coherence measurement should yield the same duration for the overall duration of the XUV-burst as the AC in that case. If, in addition, the AC shows transform-limited individual as-pulses the coherence measurement could then be used for temporal characterization in future as-beamlines envisioned for example on the ELI system [154] by measuring the coherence time of each individual harmonic and synthesizing the as-pulse with the phase known from the AC. If this is indeed the case it would be very simple to build an easy-to-use temporal diagnostic based on this method. In fact it would only
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require a retractable double pinhole in front of a transmission grating spectrometer which would most likely be integrated into such a beamline anyhow.

4.3 Summary

The results presented in this chapter constitute the first set of measurements addressing the temporal characteristics of harmonics generated from solid surfaces and thus investigate one of the most promising features of this new radiation source. The nonlinear XUV-AC proves, for the first time, that the harmonics emitted from solid targets are indeed phase-locked and emitted as a train of individual sub-fs pulses as predicted by theory [63, 69]. This finding is of utmost importance when such a source is to be employed in experiments requiring as-pulses of very high intensities. Furthermore a simple method for the determination of the temporal coherence of high harmonics is presented (see also [67]). It yields coherence times significantly shorter than the overall duration of the XUV-burst determined from the AC which is in good agreement with theoretical predictions suggesting that CWE should be emitted with unequal spacing between the individual as-pulses and thus be chirped.

The key to the XUV-AC is the choice of a suitable nonlinear medium and the filtering of the harmonic spectrum to the harmonic range matching this detector. In the measurement the two-photon ionization of He to He\(^+\) was used for this purpose. The corresponding spectrum suitable for exciting the two-photon transition ranging from harmonics 8 to 14 was filtered from the emission of a PMMA target using an indium filter and a fused silica wedge for IR-suppression. A split spherical mirror was used to focus the beam into a helium gas jet and simultaneously introduce a time delay between the two parts of the XUV-beam. The measurement itself was conducted in two steps. First a rough scan of the delay spanning the whole length of the XUV-burst was used to characterize the envelope of the harmonic emission before a fine scan with very high resolution was conducted to prove the existence of individual pulses under the envelope. The resulting traces are shown in figure 4.4. From the measurement the pulse durations where extracted yielding a duration of \(44\pm20\) fs for the envelope and \(0.9\pm0.4\) fs for the individual pulses which is in good agreement with theoretical predictions in both cases.

To characterize the temporal coherence a conventional non-imaging transmission spectrometer was modified by replacing the entrance aperture with two pinholes mounted on a rotation stage. The dimensions of the pinholes are chosen such that the diffracting beams emanating from the two openings overlap and interfere in the detector plane. In the first diffraction-order of the transmission grating the time delay between the two beams was modified by rotating the two pinholes with respect to the orientation of the grating lines.
For each delay setting the interference pattern generated in the first diffraction-order was recorded for several harmonics and the fringe visibility for each interferogram was determined. From the decrease in fringe visibility with increasing delay the coherence time can be deduced. It is found to be $17.5 \pm 3$ fs for harmonics 13 to 16 and thus significantly shorter than the overall XUV-pulse duration deduced from the AC. Model calculations reveal that the discrepancy can be explained by the chirping of the individual harmonics in the spectrum as a result of the unequally spaced emission if CWE-radiation. It is important to note that this method is very easy to use (perhaps even simpler than optimizing the alignment of a spectrometer to obtain reliable line-width measurements) and may well be used for day-to-day temporal characterization in future experiments especially if the prediction that the phase of ROM-harmonics is indeed flat holds true, as in that case the coherence measurement directly returns the overall emission duration of each individual harmonic and would thus also allow the reconstruction of the as-pulse duration.
Chapter 5

Harmonic Generation with High Contrast Pulses

In contrast to the previous chapter, where the experimental focus was on multi-shot experiments aiming at the temporal characterization of the generated CWE-harmonics, the experiments presented in this chapter aim at the generation of ROM harmonics and their characterization. All the measurements were conducted on the ASTRA laser facility [95] at the Rutherford-Appleton-Laboratory. To achieve the goal of generating relativistic harmonics a plasma mirror (PM) was inserted into the setup to significantly enhance the contrast of the laser pulse generating the high harmonics. This limited the number of shots that could be taken before changing targets severely but none the less the PM enabled a series of unique experiments studying in detail the interaction of ultra-high contrast 50 fs laser pulses with solid targets.

The results are presented in two sections. Section 5.2 focuses on the reflection of the fundamental and second harmonic generation at intensities around $10^{19} \text{W cm}^{-2}$ constituting the first demonstration of a high contrast plasma mirror (HCPM) at these intensities. Moreover it is shown that efficient spatial filtering and second harmonic generation from a plasma can be achieved at these intensities which may be of interest for the big laser systems envisioned for the future [154, 155] where the conventional filtering and conversion techniques are not applicable owing to damage issues [68].

The second set of measurements (section 5.3) exploits the properties of the high harmonics generated in our high contrast interaction. Amongst others the results demonstrate for the first time the generation of harmonics in the range of the relativistic cutoff for a 50 fs laser system, they show that the relativistic harmonics are emitted with constant divergence and demonstrate the influence of surface roughness on the harmonic generation process [64].
5.1 Experimental Setup

The experiments presented in this chapter were conducted using the ASTRA laser at the Central Laser Facility (CLF) of the Rutherford-Appleton-Laboratory (RAL) in the UK. Astra delivers pulses with an energy of up to 800 mJ in 50 fs at a maximum repetition rate of 10 Hz to the target area. The peak-to-pedestal contrast is $1:10^7$ 500 fs before the peak of the pulse. Both the amplifier technology as well as the operating parameters are very similar to those of the ATLAS Upgrade laser at the MPQ described in chapter 3.1. More details on the ASTRA laser can be found in [95].

The setup of the experiments described here is shown in figure 5.1 (a). The beam from the compressor is incident from the left side of the sketch. The contrast of the incident laser beam is further improved from $1:10^7$ to approximately $1:10^{10}$ using a conventional plasma mirror positioned in the near field of the beam focused with the off-axis parabola (OAP) P1 and operated at intensities around $5 \times 10^{15} \text{ W cm}^{-2}$. For details on the operation of plasma mirrors see Appendix A. The high contrast pulse was then recollimated using a second OAP P2 identical to P1. To monitor the performance of the plasma mirror the near- and far-field of the reflected beam were routinely measured for every shot in the transmission of mirror M3 using cameras N and F. The main beam is focused under an angle of 30 degrees onto a fused silica target, T, using a 150 mm f/3 off-axis parabola P3.

Figure 5.1: (a) Schematic drawing of the experimental setup. The laser beam incident from the left side of the plot is first focused onto the plasma mirror (PM) to enhance the laser contrast. Near- and far-field of the beam reflected off the PM are routinely monitored with cameras N and F. The beam is then focused onto a fused silica target using a third off-axis parabola P3. The emission from the target is studied using either an XUV spectrometer to look at high-order harmonics or a polytetrauroethylene (PTFE) screen imaged with a CCD camera for measurement of low harmonics. (b) and (c) show typical images of the laser near-field and far-field obtained with cameras N and F.
resulting in a $3 \mu m$ radius near diffraction-limited focal spot with a spot-averaged intensity of approximately $2 \times 10^{19} W cm^{-2}$.

Typical images obtained with cameras N and F are shown in figure 5.1 (b) and (c). While (c) shows that the beam after the reflection off the PM is still nicely focusable, the near field image in (b) is more instructive. Two holes can be observed in the near-field beam profile (marked with (X) and (Y) respectively). While (X) can be disregarded because it is the result of clipping in the diagnostic system after mirror M3 (Y) is of key importance for the interpretation of the result in the following section. This dark spot in the beam originates from a hole in one of the ASTRA compressor mirrors the transmission through which is used for autocorrelation measurements of the laser pulse duration. In the next section we will show that, under certain conditions, the fundamental beam is spatially filtered in its interaction with the target leading to disappearance of this dark feature.

Two different diagnostics were used to characterize the emitted radiation from the target. For the observation of the fundamental and the second harmonic a polytetrafluoroethylene (PTFE) screen was placed in the specularly reflected beam from the target and imaged with a CCD-camera. Different color filters were used to distinguish the beam profile of the fundamental and the second harmonic. The higher harmonics discussed in section 5.3 were measured using a grazing incidence flat-field XUV-spectrometer and an Andor X-ray CCD. Details on the spectrometer are given in Appendix B.3.

5.2 The High Contrast Plasma Mirror

With the advent of increasingly intense ultra-short pulse laser systems [103, 154–156] tailoring and modifying laser beams becomes increasingly difficult. At intensities approaching the breakdown threshold for the bulk materials / crystals for example spatial filtering and second harmonic generation become a problem. Consequently, for very high intensity lasers, novel concepts that can withstand arbitrarily high intensities are necessary.

The reflection off an overcritically dense plasma is a promising candidate fulfilling these requirements. Since the reflection in this case does not depend on an optical coating but rather on the plasma density such a mirror can, in principle, withstand arbitrarily high intensities. In fact, higher intensities are actually beneficial as they lead to a more rapid ionization on the leading edge of the laser pulse.

While the plasma mirror is a well studied concept at moderate intensities around $5 \times 10^{15} W cm^{-2}$ [77–79, 157–161] the scalability of the process toward relativistic intensities has only been investigated in the context of high harmonic generation [58]. The question whether it can also be used for reflection of the fundamental laser beam and for frequency
doubling at intensities up to $2 \times 10^{19}$ W cm$^{-2}$ and is thus a candidate for application in next-generation ultra-high-power laser systems and it will be investigated in the following. These measurements also have implications for the investigation of high harmonics since a plasma surface capable of nicely reflecting the fundamental of the laser beam is an absolute prerequisite for the generation of near diffraction-limited harmonic beams.

5.2.1 Spatial Filtering at Relativistic Intensities

In this section experimental evidence of high quality reflection and significant spatial filtering of the fundamental laser beam at intensities up to $2.0 \pm 0.5 \times 10^{19}$ W cm$^{-2}$ is shown. This high quality reflection, returning a highly focusable beam, is the key in determining whether a plasma optic is a useful tool for applications in this intensity range.

To study the reflection of the fundamental laser beam off the target under different conditions we conducted a series of measurements with different positions of the laser focus relative to the target surface, thus probing both the reflection in the near- as well as the far-field field of the laser.

When the front surface of the target is placed 200 µm in front of, or behind the best focus, the reflecting overdense plasma is formed in the near field of the incident focusing laser beam at an intensity of roughly $10^{17}$ W cm$^{-2}$. The intensity, in this case, is roughly constant over the whole extension of the laser beam as a consequence of the flat-top beam profile that is common to all high-power lasers. Under these conditions all features of the incident beam are reproduced well in the reflected beam, as can be seen in Figures 5.2 (a) and 5.2 (c) and the red line out in Figure 5.2 (e). The edges of the beam profile remain steep and the hole in the beam originating from the laser compressor (see Figure 5.1) is well reproduced suggesting that the reflectivity of our HCPM is constant over the whole near-field beam diameter.

The fact that this observation holds true even for near-field reflections with intensities on the order of $10^{18}$ W cm$^{-2}$ makes this the first observation of PM operation in the relativistic regime. It suggests that extremely high pulse contrast can indeed be achieved by cascading multiple plasma mirrors either between the focusing optic and the target as suggested by B. Dromey et al. [77] or even in a geometry similar to the one used in this experiment where the beam is recollimated after contrast cleaning on multiple PMs. This way the dilemma that, while focused laser intensity increases steadily with every newly developed laser system, the ionization threshold of target materials is constant requiring ever higher pulse contrast can be overcome enabling high contrast interactions at intensities far beyond those currently exploited using double plasma mirrors.

When the target is positioned in the focus, i.e. the far-field of the incident laser beam, an additional interesting effect can be observed. The beam is significantly spatially
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Figure 5.2: Spatial filtering of the fundamental can be observed when scanning the focal spot position with respect to the surface of the target. Figures a) to c) show near field images of the reflected infrared beam at focus positions of a) 200µm in front of the target, b) best focus on the target and c) 200µm behind the target. Obvious spatial filtering (i.e. disappearance of the hole in the incident beam (see also Figure 5.1)) can be observed. In d) we show the radius of the focusing laser beam on the target as a function of target position. The red dashed lines indicate the positions of the laser focus with respect to the target surface corresponding to the reflection conditions under which images a) to c) were taken. Graph e) shows vertical line-outs through figures a) (red) and b) (blue) respectively as indicated by the dashed line in the image. f) shows the results of a calculation comparing a near flat-top incident beam with a hole (red) to the reflected beam (blue) assuming the target is positioned in best focus and only the energy inside the second Airy minimum of the focus is reflected.

filtered. In Figure 5.2 (b) and the blue lineout in Figure 5.2 (e) the hole in the beam has completely disappeared and the edges of the pulse profile are less steep. This suggests that higher spatial frequencies of the beam, that are located further out in the wings of
the focal region, are reflected less efficiently than those spatial frequencies focused in the center of the beam.

This effect was first observed at moderate intensities by K. Moncur [159] and can be understood from the results of earlier measurements with conventional plasma mirrors [77-79, 159-161]. In contrast to the near-field reflection the intensity distribution of the laser in the far-field is not a flat-top but rather its fourier transform, an Airy pattern. The more intense parts of the focal distribution generate a highly reflecting plasma faster and more efficiently than the low intensity wings which leads to a preferential reflection of the energy in the central region of the focus. As a result of this the higher spatial frequency contributions to the beam profile are suppressed and the resulting reflected beam is significantly smoothed.

To illustrate this the results of a simple model calculation are shown in figure 5.3. The incident beam profile shown in red in the figure was modeled to resemble the features of the real beam in the experiment (red line out in figure 5.2 (e)) - a near flat-top beam profile with steep edges and a dip on one side. This beam profile is fourier transformed to calculate the intensity distribution in the focus of the incident beam and the wings of the distribution are then truncated at different radial positions in figures 5.3 (a) to (c) to model the lower reflectivity of the low-intensity side lobes. The truncated spectra are depicted in black on the right side of the figure. Inverse fourier transform of the filtered focal distribution yields the beam profile of the reflected beam in the near-field which is plotted in blue on top of the initial beam. Especially (b) shows good qualitative agreement with the measured data. The hole in the beam has disappeared almost completely and the slopes have become shallower. For comparison plot 5.3 (b) it is also shown in figure 5.2 (f) next to the measured results.

To understand why it is at all possible to nicely reflect the fundamental beam off our HCPM at intensities around $10^{19} \text{W cm}^{-2}$ while in other experiments [77] the reflectivity breaks down above $10^{16} \text{W cm}^{-2}$ one has to consider that the key to the operation of plasma optics is that the intensity on target has to be sufficiently low before the main pulse to prevent early ionization. If the plasma is generated too long before the main pulse the plasma surface is deformed as a result of pre-plasma expansion and the specular reflection is lost. This implies that, for high intensity ($>10^{18} \text{W cm}^{-2}$), the pulse must already have a significant contrast (greater than $1:10^{10}$) so that by the time of arrival of the main pulse the target surface is essentially still at solid density, and not a tenuous plasma with a long density scale-length, $L > \lambda_{\text{Laser}}$, compared to the laser wavelength.

To study this effect we have changed the pulse contrast at the target from high contrast ($\sim 10^{10}$) to low ($\sim 10^8$) contrast by varying the timing of the fast rise time (200 ps) Pockels-cell in the laser chain. Figure 5.4 shows the reflected near field profile for reflection
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**Figure 5.3:** Results of a model calculation demonstrating the effect of low reflectivity in the wings of the focal distribution. (a), (b) and (c) show the incident beam profile (red) the reflected beam profile (blue) on the left and the filtered focal distribution on the right for different degrees of filtering.

of our fundamental 800nm laser beam at an intensity of $10^{18} \text{ W cm}^{-2}$ from the fused silica target under high and low contrast plasma mirror conditions respectively. This yields a very striking result: The specular reflection is completely lost under low contrast conditions.

In the low contrast case the reflected beam profile breaks up completely and no beaming is observed in the direction of the specular reflection (the dashed circle in Figure 5.4 (b) marks the area where the specular reflection would be expected). This beam break-up can be attributed to a reflection of the beam off a long scale-length pre-plasma generated by the pedestal of the laser pulse. This is in good agreement with results from previous plasma mirror experiments [77] that show strongly fluctuating PM reflectivity for intensities above $10^{16} \text{ W cm}^{-2}$.
In the high contrast case the behavior of the plasma mirror at high intensities is very different. Figure 5.4 (a) shows a high quality beam reflected from the target surface. This is a clear indication that the beam was reflected off a well defined surface with a very short scale-length pre-plasma and that, despite the high focused intensity of the laser beam, the contrast was high enough to prevent an early ionization of the target. This has two important implications. One is that a plasma mirror can be operated properly at intensities much higher than those quoted in [77–79, 160, 161] provided the contrast of the laser beam incident on the PM is sufficient. The other is that the reflected fundamental of the driving laser from a solid target can be used to monitor the quality of the surface at the time when the main laser pulse is incident on it. Good reproduction of the near field indicates an interaction with a well defined, steep density gradient, while beam breakup implies that a long scale length pre-plasma was formed.

As a result monitoring the reflected fundamental light in, for example, an ion acceleration experiment from very thin foils as has been proposed recently [162, 163] could give important insight into the state of the target at the instance of the interaction with the main laser beam. It is also of interest in high-harmonic-generation experiments from solid targets since a surface that is 'clean' enough to reflect the fundamental laser beam is the absolute prerequisite for the observation of near diffraction limited harmonic beams the generation of which is presented and discussed in the next section of this thesis and in [64].

In the context of the results shown above it should be noted that in both, the low- and the high-contrast case, the laser beam was cleaned using the plasma mirror and the near- and far-field of the cleaned beam look identical excluding the possibility that the PM
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itself is the source of the different reflected beam profiles. This can be readily understood when considering that the interaction intensity at the PM position is much lower than at the target position. This ensures that, even though the contrast of the laser was changed significantly between the two measurements, the prepulse intensity is in both cases not sufficient to ionize the PM thus leading to a well defined reflecting surface in both cases.

5.2.2 Second Harmonic Generation

The second aspect studied in this experiment is the efficient generation of second harmonic radiation and its high beam quality. In conventional laser systems second harmonic generation using non-linear crystals (e.g. KDP, BBO) is a well established technique. The use of crystals does have some disadvantages though when very intense and extremely short pulses are used. Due to the insufficient bandwidth of the crystals and the GVD walk-off between the fundamental and the second harmonic the generated second harmonic is lengthened. In addition, for high power femtosecond laser systems, the intensities in the expanded beams become so high that non-linear effects both in time and space become intolerable even for ultra-thin crystals [164]. The B-integral [98] can get as high as 5 in a few 100 \(\mu m\) of crystal at intensities of \(2 - 4 \, TW \, cm^{-2}\). On the other hand expanding the beam even further is not feasible because ultra-thin crystals can only be fabricated up to limited diameters.

Harmonics from solid targets may provide an attractive alternative because the second harmonic is predicted to reach reflectivities \(R_{2\omega} > 0.5R_\omega\) [47] for \(a_0 > 3\) – provided high efficiency can be demonstrated without degradation of the beam quality. Since the harmonic generation is a surface effect, there should also be no pulse stretching owing to dispersive effects or bandwidth limitations.

To investigate the beam profile of the second harmonic and the efficiency with which it is generated on our High Contrast Plasma Mirror a \(2\omega\) interference filter was placed in front of the camera observing the PTFE screen in the beam path. To completely exclude any contribution from XUV-radiation-induced fluorescence of the screen a glass pellicle was placed between the target and the screen to absorb any XUV-light but leaving the fundamental and second harmonic unmodified. Figure 5.5 (a) shows a comparison of the reflected beam profile of the fundamental and the generated second harmonic when the target is positioned in the focus of the incident laser beam. A lower bound for the conversion efficiency is estimated by comparing the signals measured for the fundamental and the second harmonic and the filters used in the measurements. This comparison shows that >5 percent of the incident laser light is converted into the second harmonic. This value approaches 0.2, the value achievable with non-linear crystals at fs pulse durations.

The conversion efficiency may actually be substantially higher because the generated
second harmonic is expected to have roughly two times the bandwidth of the interference filter used for suppressing radiation of other wavelengths. Furthermore the second harmonic is expected to be red-shifted with respect to the maximum transmission of the $2\omega$-filter as a result of holeboring effects \cite{165} further reducing the measured signal.

Perhaps even more interesting than the conversion efficiency is the beam profile of the generated second harmonic. The measured near field profiles for the fundamental (red) and the second harmonic (blue) are shown in figure 5.5 (a). Two striking differences between the reflected IR- and the generated $2\omega$-radiation yielding interesting insight into the interaction on the HCPM can be observed. Firstly the divergence of the fundamental and the $2\omega$ beams are very different and secondly the beam profile of the second harmonic is much smoother and more Gaussian-like than that of the fundamental. The divergence of the $2\omega$ beam is half of that of the fundamental corresponding to a diffraction limited second harmonic beam being emitted from a source the same size as the laser focus. Consequently it should be possible to focus the $2\omega$ beam to a diffraction limited focus at its wavelength. This implies that even at the lower bound of the conversion efficiency the peak intensity achievable at $2\omega$ is likely to exceed that of a beam frequency doubled in a crystal, where the divergence of the frequency doubled beam is typically similar to that of the fundamental and consequently not diffraction-limited. Taking into account that the conversion efficiency is likely to be considerably higher than the measured value and that the duration of the second harmonic generated on the HCPM with fs-pulses is not elongated owing to bandwidth limitations the HCPM appears to be favorable, compared to nonlinear crystals, in terms of the focused intensity that is achievable.

Figure 5.5: Comparison of fundamental and second harmonic emission from the target. Figure 4a) shows a comparison between the beam profiles of the fundamental (red) and the second harmonic (blue) measured on the PTFE screen behind the target (see figure 5.1a)). In b) we plot the profile of the source on the target for the fundamental (red) and second harmonic (blue) calculated via fourier transform from the beam profiles shown in a). The dashed black line corresponds to a gaussian fit to the central part of the $2\omega$ focal distribution.
To understand the difference between the beam profiles it is important to consider that the fundamental and the second harmonic have a very different origin. While the fundamental is the reflection of the incident laser beam off the over-critical plasma density surface formed on the target the second harmonic is generated during the relativistic interaction of the driving laser with the target. This difference becomes obvious when considering what kind of intensity distribution in the focus results in the experimentally measured beam profiles after the beam has expanded from the target. Figure 5.5 (b) illustrates this by comparing the normalized intensity distributions of the fundamental and the second harmonic in the focus of the incident beam, i.e. at the source of the expanding beam. The focal distributions were calculated from the measured beam profiles via fourier transformation taking into account the different wavelengths of fundamental and second harmonic.

Originating from the different generation mechanisms the source distribution of the fundamental and the second harmonic look very different. Despite the fact that the fundamental beam is spatially filtered owing to lower reflectivity in the wings of the focal distribution compared to its peak (see previous section) we still expect substantial reflectivity of the mirror at intensities of $10^{17} \text{ W cm}^{-2}$. Thus it is reasonable that the side maxima of our focal distribution at least partially reflect the incident light as can be seen in the red plot in figure 5.5 (b). In contrast to this the second harmonic shows no emission originating from the side maxima of the focal distribution (blue curve in figure 5.5 (b)). Instead the source distribution is nearly Gaussian with some extra energy in the wings smearing out across the first minimum in the fundamental distribution.

This gives important insight into the mechanism generating the second harmonic on the High Contrast Plasma Mirror. The lack of harmonic radiation originating from the side lobes of the incident lasers focal distribution implies that the second harmonic is dominantly generated via the Relativistic Oscillating Mirror mechanism. Only the intensity in the central spot is larger than the relativistic threshold, i.e. only in this region the $a_0$ is larger than unity, which is the necessary condition for the generation of harmonics via this mechanism while the sub-relativistic side lobes do not emit. Note that the central peak in the source is not narrowed despite the nonlinearity of the generation process. The transverse motion of the electrons in the oscillating surface results in an oscillating mirror of about the same width as the focal spot [64]. This transverse electron motion is also discussed in more detail in section 5.3.3.

While it is nicely possible to explain the profile of the second harmonic beam with the ROM mechanism the question remains why the side lobes with intensities up to a few times $10^{17} \text{ W cm}^{-2}$ do not emit at all even though CWE harmonics can be generated at intensities as low as $1 \times 10^{16} \text{ W cm}^{-2}$ [34]. To understand this it is important to look at
the CWE mechanism in a little more detail. CWE harmonics are generated via plasma waves excited in the target pre-plasma by bunches of Bruneel electrons. This implies that a finite layer within the pre-plasma has to have the proper density to support oscillations at the frequency corresponding to the emitted harmonic. A step-like density ramp does not create any CWE [35, 91]. If we now take into account that the second harmonic is generated at a density of \(n = 4n_c\) simulations show that, under the high contrast conditions present in this experiment, the relativistic laser pulse steepens the density profile in this density range so strongly that the scale length becomes practically zero \([88, 91]\). In this case the main source for harmonic emission is the relativistically oscillating plasma surface \([30]\) which is only efficient for intensities higher than the relativistic limit of \(I\lambda^2 = 1.38 \times 10^{18} W cm^{-2} \mu m^2\) leading to practically no emission from the side maxima of the focus.

Finally it is important to point out that this approach is obviously not limited to generation of the second harmonic. It could also be used in applications where, for example, the third or fourth harmonic are needed. It is important to note though that the beam profile for these harmonics would have to be investigated in detail since the CWE contribution to these harmonics is generated at higher densities in the pre-plasma gradient where the effect of steepening from the laser may be less pronounced. None the less this method constitutes a promising route for the generation of low order harmonics for applications where the use of nonlinear crystals is not feasible owing to damage issues and bandwidth limitations in such materials.

5.3 Characterization of Relativistic Harmonics

While the analysis of the reflected fundamental and second harmonic gave important insight into the interaction of high-contrast relativistic laser pulses with solid targets the main aim of our experimental campaign was the generation of high harmonics via the ROM mechanism and the subsequent characterization of this radiation. For this purpose the PTFE screen and CCD camera setup used for the detection of the fundamental (see figure 5.1) was replaced by an XUV flat-field spectrometer. A detailed description of the spectrometer is given in Appendix B.3 of this thesis.

The results shown and discussed in the following sections address several properties of relativistic harmonics that have not been studied before experimentally for 50 fs 10 Hz laser systems. In the first section spectral measurements showing harmonics up to the 40th order of the fundamental 800 nm laser beam are shown, constituting, to the best of my knowledge, the highest surface harmonics ever observed from a 50 fs 10 TW-level laser system (note that the claim, the observation of the 35th harmonic, made in [51] is
most probably wrong since neither CWE nor ROM harmonics of the presented order are expected to be generated at the laser intensities used in those experiments). The second section focuses on the divergence of the generated radiation. Most notably the divergence of the ROM harmonics is observed to be constant for all observed ROM-orders. Finally, in the third section, the dependence of the harmonic emission on the target roughness is studied.

5.3.1 Spectral Measurements

The spectral measurements were conducted using the simplest possible experimental setup where the XUV spectrometer is mounted in the direct harmonic beam emanating from the target. This way a modification of the spectrum originating from the reflection off a collection mirror can be excluded. The only disadvantage of this method is, that slightly less signal is collected on every shot because the light is not focused on the slit. This does not really pose a problem though since the signal is strong enough without a collection optic and the divergence of our harmonics is relatively low anyway (see section 5.3.2).

Figure 5.6 gives an overview over the typical spectra generated in the high-contrast interaction at approximately $1 - 2 \times 10^{19}$ W cm$^{-2}$. Harmonics up to the 40th order are clearly visible in the vertically binned spectra (left side of the figure) and even in the four raw camera images (right side of the figure). At the same time the transition from CWE to ROM harmonics can be observed in the same spectra owing to the large spectral range (20 nm–40 nm) spanned by the spectrometer. Both of these features shall be discussed in some more detail in the following. Note that the increasing background toward lower wavelength originates from an incoherent oxygen emission line around 18 nm and increased scattered light from the grating for smaller diffraction angles.

A strong decrease in the measured signal is observed between harmonics 19 and 21. This coincides with the cutoff expected for coherent wake emission in the case of the fused silica targets used in these measurements (see equation 2.28). At the same time harmonics are clearly visible beyond the cutoff. This radiation can only be attributed to the ROM mechanism and proves that the laser pulse contrast in this set of measurements was indeed high enough to enter the relativistic regime. This is in good agreement with other publications showing the transition to the generation of relativistic harmonics with similar intensities and pulse contrast [58, 59]. Another interesting observation on the long-wavelength side of the spectra is that the generation efficiency of the CWE harmonics is highest for the highest observed CWE-order (the 19th). The investigation of this effect is still ongoing, but the explanation may well be the same as the one explaining why the second harmonic observed under essentially the same experimental conditions (section 5.2.2) shows the properties of a ROM harmonic rather than those of a CWE
harmonic. The CWE mechanism is only efficient if the plasma from which the harmonics are generated has a finite scale-length pre-plasma. If the electron density profile in the high-contrast interaction was so steep that it did not support the generation of lower-order CWE harmonics this may lead to a signal like the one observed [91].

Turning to the short wavelength side of the spectrum harmonics up to the $40^{th}$ order can clearly be observed in the black line-out in figure 5.6, where the detector was shifted slightly toward shorter wavelength compared to the other shots shown. Note that the spectral lines beyond the $40^{th}$ harmonic are incoherent emission lines which are also visible in low-intensity interactions in which no ROM harmonics are generated. The cutoff at the $40^{th}$ harmonic is in good agreement with the theoretical prediction given by equation 2.27. Using this equation one can calculate that a normalized amplitude of $a_0 = 2.2$, corresponding to an intensity of $1 \times 10^{19} \text{W cm}^{-2}$, is necessary to generate the observed harmonic spectrum. This value is, within the uncertainty of the focused intensity measurement, in good agreement with the experimental conditions. In fact, a harmonic measurement could thus even be used to estimate a lower limit for the focused intensity achieved in an experiment.

It is important to note that the high energy cutoff observed in the spectra can only be explained by the actual cutoff of the harmonic generation process and not by the properties of the XUV-spectrometer itself. A cutoff owing to a dip in the detector efficiency can be excluded. To illustrate this figure 5.7 shows the overall efficiency of the spectrometer used for the measurements presented in figure 5.6. To obtain the overall efficiency the spectral response of all components of the spectrometer were accounted for separately. The quantum yield of the x-ray CCD-camera is known and was taken from the data sheet of the manufacturer, the grating reflectivity was measured in an earlier experiment at the Daresbury synchrotron facility in the UK and the transmission of the Al filter and some CH contaminations were obtained from [92, 93]. Note that the thickness of the carbon contamination of 20 nm assumed here is only an estimate, the real value may be even higher but is difficult to determine precisely.

Looking at the detector efficiency calculated from the individual components it can be seen that it increases by one order of magnitude with decreasing wavelength in the range between 20 nm and 40 nm up to a cutoff at 17 nm originating from the L-edge of the Al filter [166] used to shield the spectrometer from IR radiation. The wavelength of the $40^{th}$ harmonic is 20 nm and thus well below the cutoff excluding that higher harmonics cannot be observed owing to decreasing detector sensitivity. At the same time the increase in detector efficiency toward shorter wavelength can also explain the dip observed in the spectrum around the $30^{th}$ harmonic. While the theory predicts a decrease in harmonic signal by a factor of approximately six between the $20^{th}$ and the $40^{th}$ harmonic the detector
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Figure 5.6: (a) Detector setup used for the measurement of relativistic harmonics. (b) Single-shot harmonic spectra generated in the high-contrast relativistic interaction of the ASTRA laser with highly polished quartz targets. Left side: harmonic spectra of four different shots obtained by binning the measured camera images showing the generation of harmonics up to the 40\textsuperscript{th} order. Right side: Raw X-ray CCD-camera images corresponding to the four lineouts clearly showing the generation of harmonics up to the 40\textsuperscript{th} order. The spectral lines at shorter wavelength are incoherent emission lines (see text).

efficiency drops by a factor of ten in the same range. This decrease in efficiency is mainly the result of the grating efficiency and the expected carbon contaminations. It may thus
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Figure 5.7: Overall efficiency of the XUV spectrometer. The quantum efficiency of the m-ray CCD-camera is taken from the manufacturer (Andor) data sheet, the reflectivity of the grating was measured and calibrated at the Daresbury synchrotron in the UK and the transmission of the Al filter is taken from [92, 93]. From the same source the transmission of the small CH contaminations expected to be present on all surfaces in the spectrometer was also obtained.

be even more pronounced if the contamination layers were thicker than the 20 nm assumed in the calculation. In an unfolded spectrum the lower order harmonics will thus have a higher intensity than the higher orders just as expected from theoretical predictions.

5.3.2 Divergence of Harmonics

While the demonstration of the generation of relativistic harmonics up to the 40th order from a 50 fs Ti:Sa laser is an important new result in itself the aim of the experiments presented in this chapter is to not only demonstrate the generation but also to characterize ROM harmonics. For this purpose the detector setup used for the measurements shown in the previous section (figure 5.6 (a)) was modified as shown in figure 5.8 (a). An aperture placed in the harmonic beam was used to separate XUV-radiation emitted on-axis, i.e. in the center of the emission cone, which hit the spectrometer grating directly and off-axis, large divergence, radiation directed into the spectrometer using a custom-made grazing-incidence gold bending-mirror. It is important to note that, owing to the shallow angle of incidence, the gold mirror has an almost constant reflectivity in a range extending well beyond the 20th harmonic. Both spectra, on-axis and off-axis, were recorded simultaneously with the spectrometer for every shot.

Two typical harmonic spectra obtained with this method for focused intensities of (b) $10^{17} \text{ W cm}^{-2}$ and (c) $10^{19} \text{ W cm}^{-2}$ respectively are shown in figure 5.8. In the sub-relativistic case b) both the on-axis as well as the off-axis spectrum extend up to the
19th harmonic order corresponding to the CWE cutoff for the fused silica target used in the measurement. The signal visible around the position of harmonics 23 and 24 in the off-axis trace is the second diffraction order of a strong incoherent oxygen emission at 18 nm line which is also responsible for the short-wavelength background in figure 5.6. At relativistic intensities (figure 5.8 (c)) the picture changes completely. While the off-axis trace still shows the cutoff at harmonic 19 corresponding to the maximum CWE order expected and the signal from the second diffraction order of the oxygen line the on-axis spectrum clearly extends well beyond the CWE cutoff. These harmonics beyond the 19th order cannot be explained by CWE and can thus be attributed unambiguously to the ROM mechanism. This directly shows that ROM harmonics are emitted with a divergence that is considerably smaller than that of the CWE radiation. The third trace between the two signals visible in the image is the result of imperfect focusing of the gold bending mirror and can be disregarded in the interpretation of the spectrum as it does not contain any additional information.

While this measurement proves in a nice way and especially in a single shot that the divergence of ROM and CWE harmonics is different it cannot be used to quantify the divergence of the individual harmonics because the harmonic beam is clipped with the on-axis aperture to allow the measurement of the two spectra simultaneously. In fact, even the configuration used for the spectral measurements shown in figure 5.6 does not offer a large enough field of view perpendicular to the dispersion direction in the spectrometer to extract the divergence of the individual harmonics. However, it is possible to rotate the camera on the spectrometer by 90 degrees to enlarge its field of view. While this limits the spectral range visible on a single shot to 4 to 6 harmonics depending on the wavelength range this configuration allows the extraction of the divergence of the individual harmonics directly from the measured spectra. The experimental configuration used for the divergence measurements is shown in figure 5.9 (a).

Figure 5.9 (b) shows the transverse beam profiles for selected harmonics in the ROM (harmonic orders 20 and 39) as well as CWE regime (harmonic 18) obtained with the method described above. The most striking observation from the beam profiles is that the divergence and the beam profile of the 20th and the 39th harmonic are identical. In fact, this also holds true for all other ROM orders observed in our experiment. The CWE orders on the other hand exhibit a larger divergence that decreases with the wavelength. Furthermore the beam profile of these harmonics is not as nice as that of the higher orders and fluctuates from shot to shot. An overview over the divergence of the XUV radiation as a function of wavelength is given in figure 5.9 (c). In this plot the striking difference between the divergence of the ROM and the CWE harmonics becomes even more obvious. For the relativistic harmonics it is constant at a value of 18 mrad while it is larger and
Figure 5.8: Experiment demonstrating the different divergence of CWE and ROM harmonics. (a) Experimental setup showing the method for discriminating on-axis and off-axis radiation. The on-axis component is selected using a narrow aperture while the off-axis light is collected with a bending mirror and directed into the spectrometer. (b) and (c) show spectrometer images obtained for (b) $10^{17}\ W\ cm^{-2}$ and (c) $10^{19}\ W\ cm^{-2}$. For the high-intensity shot ROM harmonics are only visible on-axis while CWE is observed in both channels.
divergence angles (which is well fulfilled for the harmonics discussed here), is given by

\[ \Theta_q = \frac{\Theta_{\text{Laser}}}{q}, \]

(5.1)

where \( \Theta_{\text{Laser}} \) is the divergence of the fundamental laser beam and thus a function of the focal spot size on the target. Note that in the experiment the divergence of the XUV radiation at 40 nm is diffraction limited when a source of the size of the fundamental laser spot on the target is assumed.

To explain the constant divergence of the ROM harmonics, which seems surprising at first glance, and understand the consequences of this behavior it is necessary to look at the different factors influencing the harmonic divergence in more detail. In general two things can lead to a divergence larger than the diffraction limited one deduced from the focal spot size of the fundamental. A source of the harmonics smaller than the one of the fundamental and phase variations of the harmonic beam across its radial profile, i.e. the generation of beams with a distorted wavefronts. In this context it is important to note that a distorted wavefront does not generally imply that the beam is not focusable to a diffraction-limited spot anymore. If the length-scale of the distortions is sufficiently large it may be possible to compensate them using a suitable complementary curved optic. The best example for this is actually a set of two spherical mirrors in a telescope where the first one introduces a wavefront curvature that is compensated by the second mirror. In contrast to that small scale \( \ll \lambda_{\text{Laser}} \) distortions originating for example from the roughness of the target can, in general, not be compensated. The effects of target roughness will be discussed in more detail in the next section and neglected in the considerations presented here since the targets used in the divergence measurements where characterized to have negligible roughness \( \ll \lambda/20 \) even for the 20 nm wavelength of the highest harmonic observed.

Let us first consider the source size of the individual harmonics and its influence on the harmonic divergence in more detail. While it is very difficult to measure directly for the high harmonics because it would require the aberration-free imaging of the interaction region in the XUV it can, in principle, influence the divergence of the individual harmonics significantly. In fact, in the limit of small divergence angles which is applicable for the high harmonics above the 20th order, the divergence is inversely proportional to the source size. In the case of a flat-top beam it is

\[ \Theta_q \approx \frac{d_q}{1.22 \lambda_q}, \]

(5.2)

where \( d_q \) and \( \lambda_q \) are the source size and the wavelength of the harmonic of interest. From
Figure 5.9: (a) experimental setup for the more detailed measurement of the harmonic divergence with the camera rotated to accommodate a larger divergence angle of the generated harmonics. (b) shows the beam profiles of various harmonics and (c) demonstrates the dependence of the divergence on the harmonic number. ROM harmonics can be seen to have constant divergence.

this equation one can immediately derive that, in order to obtain constant divergence of different harmonics from variable source sizes, these would have to decrease linearly with the harmonic wavelength. Considering that the radial intensity distribution in the laser focus is an Airy pattern for the flat-top laser beam used in the experiments and the
Figure 5.10: Illustration of the divergence of different wavelength laser beams from (a) a plane surface and (b) a curved surface. From the plane surface the divergence is governed by the wavelength while the divergence of all wavelength is constant for the curved surface.

generation efficiency, at least of the harmonics below the cutoff, saturates at intensities much lower than the peak intensity of the driving laser beam (see chapter 2.2.1) this will never be the case. The dependence of the source size on intensity should be much more pronounced for the harmonics near the cutoff than for the lower orders. While the only way of investigating this in more detail would be to actually image the harmonic source, and an influence of the source size on the observed divergence is definitely present it cannot explain the observed constant divergence in a satisfactory manner.

A much better explanation can be found when assuming the generation of harmonics with curved wavefronts. Figure 5.10 illustrates the effect of a curved wavefront on the divergence of different harmonics. While in (a) the harmonics generated with a plane wavefront exhibit a wavelength-dependent divergence that can be obtained using equation 5.1 the harmonics generated on the curved surface, and thus with curved wavefronts, in (b) travel through a focus (the size of which is wavelength-dependent) and then expand with constant divergence as long as this is larger than the intrinsic divergence expected from a plane wavefront as a result of diffraction.
In the experiment two different effects are definitively present that will contribute to the curvature of the wavefront of the emitted harmonics. Denting of the oscillating surface owing to radially varying light pressure in the focus [167] and intrinsic phase effects in the harmonic generation mechanism itself [66]. While the first effect becomes more pronounced the longer the driving laser pulse is [64, 167] and should essentially disappear in the limit of a single cycle laser pulse the second effect is always present even for fixed ions and a perfect surface. The physical origin of this intrinsic phase effect can be understood when considering that the target surface acts like a strongly driven oscillator. In this case the relative phase between the driver and the surface will be a function of the ratio between driving frequency $\omega_L$ and resonance frequency $\omega_{\text{res}}$, $\phi_{\text{rel}} = F(\omega_L/\omega_{\text{res}})$ and thus also a function of the local plasma density. Furthermore it may become a function of intensity for large oscillation amplitudes of the anharmonic oscillation. In [66] D. an der Brügge et al. derive an analytical expression for the dependence of the relative phase on laser intensity and plasma density in the relativistic limit from 3D PIC-simulations. It yields

$$\phi(a_0, n_{\text{max}}) = 2.7 a_0 \frac{n_c}{n_{\text{max}}} - 0.32,$$

where $n_c$ and $n_{\text{max}}$ are the critical density for the fundamental laser frequency and the maximum density of the target respectively. However, care has to be taken when applying the equation to the conditions in our experiment since a single-cycle driver pulse and fixed ions where assumed in the simulation. Under realistic conditions the electron density will decrease radially across the focal spot owing to the light pressure of the driving laser pulse. This will tend to decrease the influence of the intrinsic phase effects on the curvature of the wavefronts of the generated harmonics.

A careful analysis of the denting necessary to generate a beam of the measured divergence, taking into account the oblique incidence of the driving laser pulse, yields a depth of the surface modulation of approximately 30 nm. To within the experimental accuracy this value is also in good agreement with the results of PIC simulations studying the denting over a wide range of parameters for the ASTRA as well as the VULCAN laser system [64]. In comparison the wave-front curvature corresponding to a 30 nm dent the intrinsic phase effect calculated from equation 5.3 is a factor of two to three smaller when assuming constant density across the target. Under the conditions in our experiment this will be even smaller owing to the profile steepening mentioned above. This means that the constant divergence observed for all ROM harmonics in our experiment can be attributed mainly to a denting of the target surface. This opens intriguing possibilities for future experiments because it means that the generated harmonics travel through a focus in front of the target in which intensities much higher than those of the driving laser maybe as high as the Schwinger limit [33] of $10^{29}$ W cm$^{-2}$ can in principle be achieved.
However, for this to become reality the focusing of the harmonics would have to be aberration-free. In this experiment that was definitely not the case for two reasons: first the shape of the generated curved wavefront follows the intensity profile of the laser and is thus an Airy-pattern and not a sphere and secondly the angle of incidence in our experiment was 30° which will introduce further aberrations.

Nevertheless the experiments presented here demonstrate the generation of near-diffraction-limited harmonic beams at wavelength as low as 20 nm which propagate through a focus. Furthermore several possibilities are available for improving the quality of the generated harmonic. Decreasing the angle of incidence will decrease spherical aberrations, the use of few-cycle laser pulses for the harmonic generation can strongly suppress the effect of target denting and An der Brügge et al. have shown that tailoring focal intensity distribution can be used to alter the wavefront of the generated harmonics [66]. In principle one could try to create a spherical focal intensity distribution to achieve aberration-free focusing or one could also think of applying micro-machined targets with pre-curved surfaces prepared in the proper way to compensate the aberrations introduced by the denting. To explore the possibilities of improving the harmonic focus we have also conducted a series of 2D-PIC simulations which are presented in [65].

### 5.3.3 Influences of Target Roughness

Of equal importance for the beam quality of the emitted harmonics as the large-scale denting is the influence of the target roughness on the harmonic divergence. In fact, even a surface that is perfectly flat or spherical on the scale of the focal spot diameter will not generate a nice harmonic beam if the target roughness on a sub-wavelength transverse scale is too large. To illustrate this figure 5.11 shows the influence of a random phase error on the quality of a beam emitted from a gaussian source. As the roughness increases more and more energy is scattered out of the specular direction and the beam quality degrades. For a phase error of \( \lambda/2 \) no beaming is observed anymore. Note that the relevant wavelength in this case is that of the harmonic and not the fundamental. As a consequence of this one would expect the beaming of the high harmonics observed in the experiment presented here only from targets with a surface roughness considerably smaller than 10 nm.

To study this systematically measurements of the harmonic spectrum and divergence were conducted with targets of different roughnesses. For this purpose all targets where accurately characterized using an optical interferometric surface profiler (Wyko NT9300 from Veeco) in the RAL target-preparation laboratory. Figure 5.12 shows the experimental setup, surface profiles and measured harmonic spectra for targets of sub-nm and 18 nm rms surface roughness. Interestingly the harmonic spectra obtained from the two
different targets are the same both spectrally as well as in the divergence of the harmonic radiation despite a surface roughness on the order of the wavelength of the highest generated harmonic (the 40\textsuperscript{th} order at approximately 20 nm). Only when the roughness is increased further to 164 nm rms it begins to influence the generated harmonics. Figure 5.13 shows the results from a measurement with such a target. Only CWE harmonics are observed and the radiation had to be refocused with a collection mirror (see figure 5.13 (a)) to collect more photons and be able to measure any signal at all.

These experimental results seem to contradict the theoretical considerations presented at the beginning of this section. While the random phase-error model predicts no beaming in the range between harmonics 20 and 40 for an 18 nm roughness target exactly that is observed. Only for a roughness 15 times higher than the wavelength of the highest
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Figure 5.12: Experimental setup (a) and measured harmonics from two targets with different sub-wavelength surface roughness. (b) and (d) show the surface of the two targets measured using a Wyko NT9300 Optical Profiling System (Veeco) surface profiler. The spectra generated off the two targets are shown in figures (c) (sub-nm roughness) and (e) (18 nm rms roughness) respectively.

harmonic i.e. on the scale of the fundamental wavelength the harmonics are scattered into a wide emission cone.

To explain this discrepancy between the model and the experimental observation it is necessary to look more closely at the generation mechanism for ROM harmonics. The key is the reflection of the incident laser pulse off the relativistically oscillating critical density surface. The harmonics are generated off a dynamically moving bunch of electrons and not the static surface of the rough target. If the trajectories of the electrons in their oscillatory motion are considerably larger than the roughness of the target significant
smoothing of the surface will occur and the generated harmonics will beam. Only if the roughness is larger than the electron trajectories diffuse scattering of the generated harmonics is expected. An indication that the electron oscillation amplitude is indeed greater than 20 nm can be found when estimating the oscillation amplitudes of the mirror surface in the simple oscillating mirror model presented in section 2.2.1 of this thesis. This assumption is further supported by more sophisticated PIC simulations. Figure 5.14 shows the trajectories of the individual macro-particles as obtained from such a simulation. The electrons move as much as 50 nm parallel as well as perpendicular to the surface of the target during one laser cycle which is clearly sufficient to smooth out a 20 nm rms roughness target and allow the generation of a nice harmonic beam. In addition recent 2D-simulations of a rough target supports these results [94].

This result has important implications for the generation of even higher harmonics with more powerful laser systems. If the roughness of the targets would have to be significantly smaller than the wavelength of the harmonics the generation of harmonic beams in the sub-nanometer wavelength range would not be possible because targets with such a low surface roughness do not exist. In fact, in these cases even mono-layers of contaminants would be sufficient to destroy the phase properties of the generated harmonics. Fortunately the
5.4 Summary

The experiments described in this chapter have lead to a wealth of new insights into the relativistic interaction of ultra-high contrast 50 fs laser pulses with solid density targets. Novel features in both the reflection of the fundamental as well as the generation of high-order relativistic harmonics have been observed.

The demonstration of high quality fundamental and second harmonic beam profiles after the relativistic interaction of the driving laser pulse with the fused silica target constitutes the first demonstration of a High Contrast Plasma Mirror HCPM. This proves that the concept of the plasma mirror can be extended into the relativistic regime if the contrast of the incident pulse is high enough thus allowing the staging of multiple PMs. This goes beyond the concept of the conventional double plasma mirror and offers the possibility of generating pulses of unprecedented contrast for the ultra-high power laser systems envisioned for the future [154, 155]. Furthermore, when placed in the focus of the driving laser beam, the experiments demonstrate that the HCPM acts as an efficient spatial filter that does not suffer from damage limitations as conventional systems relying

Figure 5.14: Trajectories of individual macro-particles in a 1D PIC-simulation with $a_0 = 3$ and $30^\circ$ angle of incidence and a two-cycle laser pulse. Only one out of twenty trajectories is shown in the main figure (the inlay shows all trajectories). Simulation and figure courtesy of S. Rykovov.
on pinholes do. The generation of a second harmonic beam with a conversion efficiency larger than five percent in a diffraction limited beam and without the bandwidth limitations always present when frequency doubling in a nonlinear crystal may constitute an alternate route toward frequency doubling in future experiments with the next generation lasers mentioned above.

In the measurements of the high-order harmonics emitted from the fused silica target harmonics up to the relativistic cutoff have been demonstrated. The ROM harmonics up to the 40th order are furthermore shown to be emitted in a near-diffraction-limited beam with constant divergence. The constant divergence is attributed to the generation of the harmonics with a curved wavefront mainly as a result of the denting of the target surface during the interaction implying that the generated radiation propagates through a focus. With proper tailoring of the target and/or the laser beam it may be possible to achieve unprecedented intensities in this focus far beyond those achievable with the fundamental laser beam [32]. Finally the influence of the target roughness on the harmonic generation process was studied. Near diffraction-limited harmonic beams are observed even from targets with a surface roughness on the scale of the wavelength of the generated harmonics. This implies that the target surface is significantly smoothed during the harmonic generation process. The key to this smoothing is the transverse motion of the electrons in the oscillating mirror surface. This smoothing also has important implications for the generation of harmonics in the sub-nm wavelength range since the preparation of targets with initial roughnesses much smaller than these wavelength is simply impossible.
Chapter 6
Surface Harmonic Generation with LWS10

While the detailed study of the harmonic generation mechanisms from solid targets and the characterization of the resulting XUV beams is of great importance the ultimate goal remains the generation of a single ultra-intense attosecond pulse from such a plasma source. To achieve this goal it is necessary to confine the emission of the harmonics used to synthesize the as-pulse to a single cycle of the driving laser electric field. This can, in principle, be achieved in two different ways. The most straightforward solution is to generate the harmonics with a driving laser with such a short pulse duration that its intensity is only sufficiently high for harmonic generation during one half-cycle of the electric field. This has been demonstrated for harmonic generation from gaseous targets [6] but is very challenging for solid-target harmonics as it requires a phase-stabilized sub-5-fs laser pulse with relativistic intensity. The other possibility is to use a method dubbed relativistic coherent control or polarization gating [38, 83, 84] which relies on the fact that the ROM mechanism is very sensitive to the polarization of the driving laser pulse (see Chapter 2). By manipulating the polarization of a longer laser pulse in such a way that it is only linear for the duration of one cycle of the pulse it should therefore be possible to generate a single as-pulse. This method has also been demonstrated for gas harmonics using various schemes [11, 168] but it remains to be shown that it can be applied to surface harmonics.

Driven by the proof that the harmonic emission from solid targets is phase-locked and thus suitable for the generation of as-pulses (Chapter 4, [63]) and the generation of low-divergence beams of relativistic harmonics (Chapter 5, [64]) ideally suited for applications with 40 fs pulses we have conducted a series of experiments using the 8 fs LWS10 laser system to explore the possibility of harmonic generation in the few-cycle regime and come significantly closer to the generation of single as-pulses from solid targets. (For details on
In this chapter and also in [62] I present, for the first time, conclusive evidence of the generation of surface harmonics up to the CWE-cutoff from a fused silica target using a sub-10-fs driving laser. While the driving laser pulses used for harmonic generation where not short enough yet to actually generate a single as-pulse the experiments nevertheless demonstrate the ability of the novel OPCPA-based LWS10 system to reproducibly generate bursts of XUV-radiation with sub-10-fs duration. Beyond the mere demonstration of harmonic generation with such a system the results give interesting new insight into the sub-cycle dynamics of the CWE-mechanism as the effects of unequal spacing of the individual as-pulses emitted (see Chapter 2.2.2) becomes more pronounced and, in fact, directly visible in the harmonic spectra. In addition the, to the best of my knowledge, first systematic study of the dependence of CWE on the laser polarization is presented.

6.1 Experimental Setup

Before the measurements are presented a short overview of the experimental setup used shall be given to introduce the main components referred to later during the discussion of the results.

As has been mentioned above the 8 fs LWS10 laser system was used for these experiments. After amplification the pulses are compressed using a combination of bulk glass and chirped mirrors and then focused onto a fused silica target using an F/3 silver-coated 30° off-axis parabola reaching spot-averaged intensities as high as $1.4 \times 10^{19}$ W cm$^{-2}$ (see section 3.2.2). A detailed analysis of the focal spot and the pulse duration during the experiments is presented in Chapter 3.2. The target is positioned in the focus of the parabola under an angle of 45° to allow the extraction of the specularly reflected harmonic beam. A schematic drawing of the setup is shown in figure 6.1 (a). Two different detector setups where used to measure the spectrum of the emitted XUV-radiation. The harmonic beam was either refocused to a line-focus on the entrance slit of the ACTON normal-incidence spectrometer using a spherical gold-coated mirror (figure 6.1 (b)) or detected directly in the divergent XUV-beam using the McPherson grazing-incidence spectrometer (figure 6.1 (c)). A detailed description of the XUV-spectrometers can be found in Appendix B. It is important to note that while configuration (b) was used extensively in the beginning of the experimental campaign all the results presented here were obtained using the grazing-incidence spectrometer in the direct beam. The big advantage of this setup is the larger detectable spectral range as the reflectivity of the gold-mirror limits the spectral range to harmonic orders 16 and lower in configuration (b) and the larger spectral resolution.

Finally a broad-band achromatic quarter- or half-wave plate can be placed in the beam.
Figure 6.1: Experimental setup for the generation of high harmonics with the LWS10 system. (a) After the compression of the pulses to a duration of $8\,\text{fs}$ using bulk glass and chirped mirrors the beam is focused under $45^\circ$ AOI onto a fused silica target using an F/3 silver-coated $30^\circ$ off-axis parabola. Furthermore a wave-plate can be inserted into the setup to modify the polarization of the laser beam. Two different setups where employed to record the harmonic radiation using either a gold-coated focusing mirror (b) or an XUV spectrometer placed directly in the diverging beam (c).

after the final NOPA-amplifier to vary the polarization of the laser beam and study the dependence of harmonic generation on this parameter. Note that in LWS10 the waveplates can be positioned in the stretched beam as the bulk glass and chirped mirror compressor is insensitive to the beam polarization. This is not possible in conventional laser systems based on grating-compressors as the gratings would be damaged by the component of the beam polarized parallel to the grating lines. The great advantage of placing the polarizers in front of the compressor is that optics with small apertures on the order of $15\,\text{mm}$ which are readily available can be used for polarization manipulation. In addition the intensity in the optical elements is kept low owing to the fact that the pulse is still stretched making the issue of nonlinear effects in the wave-plates negligible. The biggest advantage of the polarization insensitive compressor however is the fact that it should also be much simpler to employ a more sophisticated polarization gating setup like in [11, 168] into such a system as this could also be positioned in front of the compressor.
6.2 Surface Harmonics from a sub-10fs Driver Laser

The discussion of the experimental results obtained with the LWS10 laser system will be presented in two separate sub sections. The main part of the discussion is dedicated to spectral measurements and especially the explanation of distinct substructures observed on the individual harmonics. A simple model is presented to clarify the origin of these features. In the second section the dependence of CWE-harmonic emission on the laser polarization is studied. This is of particular interest not only from a fundamental point of view, but also when polarization gating is to be employed in the CWE-regime as the design of a gating-setup depends critically on the polarization response of the harmonic generation process.

6.2.1 Spectral Measurements

As has been mentioned before the spectral measurements presented in this section where all conducted using the McPherson grazing-incidence XUV-spectrometer positioned directly in the divergent harmonic beam emanating from the target (configuration (c) in figure 6.1). Two raw images of the harmonic spectra at 40 nm (top) and 60 nm central wavelength (bottom) as recorded by the camera of the spectrometer are shown in figure 6.2. Two things are immediately visible from the raw images of the spectra: The harmonic spectrum exhibits a cutoff at the 20th harmonic and the individual harmonics are very broad and not homogeneous in shape. Both of these basic observations already give important insight into the harmonic generation with the 8 fs pulses.

The cutoff at harmonic 20 observed reproducibly in the measurement is consistent with the maximum harmonic expected from the CWE-process for the fused silica target used in the measurement [34]. This suggests that, despite the relativistic intensities in the laser focus (see Section 3.2.2), the harmonics in this experiments are predominantly generated via the CWE-mechanism. This is in agreement with a similar observation in experiments using the ATLAS laser (Chapter 4) where the emission of ROM-harmonics is also strongly suppressed in the relativistically intense focus. The origin of the suppression lies in the generation of a pre-plasma gradient by the ps-pedestal of the laser pulses which prevents the main peak of the pulse from interacting with a steep plasma-density step. In fact, so far ROM harmonics have only been observed in experiments in which extra measures where taken to improve the pulse contrast using either a plasma mirror ([57, 58, 61] and Chapter 5) or frequency doubling of the driving laser pulse [59].

Explaining the width of the individual harmonics and their inhomogeneous shape is not so straightforward. While broadening of the harmonics compared to those observed in experiments with the ATLAS laser is expected simply owing to the shorter duration of the
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Figure 6.2: Two raw images of harmonic spectra recorded at different central wavelength using the McPherson grazing-incidence spectrometer (see Appendix B.3) in the divergent harmonic beam after the target (configuration (c) in figure 6.1). Harmonics up to the 20th order corresponding to the highest harmonic expected from the CWE mechanism are clearly visible. Note that the color scaling is different in the two images.

emitted harmonic burst and can be seen as indirect proof of the fact that the emission is indeed confined to the duration of the 8 fs driving pulse it cannot explain the substructure on the individual harmonics. To visualize how strongly the spectra obtained with LWS10 are distorted figure 6.3 shows a vertically binned spectrum recorded with LWS10 (a) and in comparison to one obtained with ATLAS (b). While the ATLAS spectrum shows clean individual harmonics the LWS10 harmonics are much broader, as expected, but also appear to be split up into multiple separate peaks. Note that the peak visible between harmonics 15 and 16 in the ATLAS spectrum is not part of the harmonic spectrum but originates from the third diffraction order of a strong incoherent oxygen-line at 18 nm. In 6.3 (a) it is difficult to determine if the peak between H15 and H16 also originates from line radiation or whether this is actually part of the harmonic spectrum. It is important to state however that the observed line radiation was generally much weaker with the 8 fs driver which can be attributed to the significantly lower pulse energy, and thus energy deposition, in the target in this case.

The experimental observation of a distinct cutoff in the harmonic spectrum and the fringing of the individual harmonics is also backed by the results of 1D PIC-simulations.
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Figure 6.3: Comparison of a harmonic spectrum recorded with LWS10 (a) and ATLAS (b). The harmonics from LWS10 are significantly broader than those from ATLAS and are strongly structured. Note that the peak visible in between harmonics 15 and 16 in spectrum (b) is the third-order diffraction signal of a strong incoherent oxygen emission line at 18 nm.

Figure 6.4 shows the result of such a simulation which nicely reproduces the experimental observations. The simulation parameters where chosen to be an intensity of $a_0=1.5$, a pulse duration of 3 laser-cycles, an angle of incidence of $45^\circ$, p-polarization, a peak target density of $n_{\text{max}}=200n_e$ and a linear pre-plasma ramp with a length of $0.2\lambda_L$. Note that the difference in cutoff harmonic between the simulation and the experiment is the result of the lower peak target density used in the simulation. Just like in the experiment the cutoff in the simulation coincides with the maximum plasma frequency supported by the target.

Beyond the mere observation of the fringing the simulation also helps to identify the origin of this effect. In principle, the fringes could be caused by the interference of harmonics generated by pre- and post-pulses a few laser-cycles before and after the main pulse. In LWS10 such pulses are known to exist and have been characterized via third-order interferometric autocorrelation [137]. However their intensity of a few percent of the peak intensity 12 fs before and after the main pulse should not lead to significant interference effects. In addition, the fact that distorted harmonics are observed in the simulation conducted with a perfect Gaussian pulse, i.e. without pre or post-pulses, in time helps to rule out this effect as a possible origin of the fringing of the individual
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Figure 6.4: Harmonic spectrum obtained from a PIC simulation for a 3-cycle pulse. The simulation parameters where chosen to be an intensity of $a_0=1.5$, 45° AOI, a peak target density of $n_{\text{max}}=200n_c$ and a linear pre-plasma ramp with a length of 0.2 $\lambda_L$. Like in the measurement the individual harmonics are strongly deformed and a clear cutoff is visible at the maximum plasma frequency. Simulation courtesy of S. Rykovano.

harmonics. The source of the distortions therefore has to be the result of the dynamics within the main pulse itself.

To find the origin of the structured harmonics it is necessary to look at the mechanism generating them in more detail. In CWE the individual as-bursts emitted from the target are generated by fast Brunel-electron bunches injected into the plasma [34]. The exact injection time of these electrons relative to a peak in the oscillating laser field is a function of the instantaneous laser intensity and thus not constant over the laser-pulse duration. This leads to the emission of an unequally spaced train of as-pulses, i.e. a train with a coherence time shorter than the duration of the harmonic emission. In other words there is a chirp on the individual harmonics (see Chapter 2.2.2). For pulses of 40 fs duration this leads to spectral broadening of the individual harmonics which has been observed experimentally and reported in several publications [34, 35]. In fact, the spectrum shown in figure 6.3 (b) is also broadened as a result of this effect. For the ATLAS laser this is studied in detail in Chapter 4 of this thesis where it is shown that the coherence time of the harmonic bursts generated with the ATLAS laser is indeed significantly shorter than the XUV-pulse duration.

However, while the unequal spacing is reported to be the origin of the spectral broadening in the publications mentioned above and experimental evidence is given these results allow only limited conclusions on the influence of unequal spacing in the case of very short driver pulses. For this reason model calculations have been conducted to address this question in more detail.
The model is based on the assumption that a series of individual as-pulses is emitted from the target with varying inter-pulse spacing, i.e., with chirp on each individual harmonic. The difficulty and at the same time the key to properly modeling the CWE harmonic emission is to find a good description of this harmonic chirp. Once a model is found the unequally spaced train of as-pulses can be described as the convolution of a single as-pulse $P(t)$ with an unequally spaced train of discrete delta functions with relative intensities given by a suitable envelope function $T(t)$. To obtain the spectrum $S(\omega)$ of the harmonic emission the convolution simply needs to be Fourier-transformed to frequency-space. Here we can take advantage of the convolution-theorem [169]

$$S(\omega) = \mathcal{F}(P(t) \otimes T(t)) = \mathcal{F}(P(t)) \cdot \mathcal{F}(T(t))$$ (6.1)

to simplify the calculation especially since the as-pulse can easily be described directly in frequency space.

For the model calculations presented here the single as-pulse is synthesized from a train of broad, equal-intensity, Gaussian harmonics ranging from harmonic order 11 to 18. In frequency-space it can be written in the form

$$P(\omega) = \sum_{n=11}^{18} \exp \left[ - \left( \frac{\omega - n}{0.5} \right)^2 \right],$$ (6.2)

where $\omega$ is given in multiples of the fundamental laser frequency and the value of 0.5 for the harmonic width was chosen as it results in the generation of a single pulse. For the sake of simplicity the phase across the spectrum of the pulse is assumed to be flat. Note that this simplification is valid and has been checked to have no influence on the resulting power spectrum as the atto-chirp, i.e., the chirp between the individual harmonics originating from harmonic generation inside a plasma gradient (see Section 2.2.2), varies only very slowly across each individual harmonic. If necessary to address a special question, however the atto-chirp can be incorporated into the model without problems.

As has been mentioned before the description of the unequal spacing is a little more tricky. To obtain a good approximation the emission times of the individual as-pulses have been extracted from a PIC-simulation conducted for a 15-cycle laser pulse (corresponding to the pulse duration of the ATLAS laser) with an $a_0=1.5$ and a peak target density of $n_{\text{max}}=400n_c$ (all other parameters where the same as in the simulation shown in Figure 6.4) as has also been done in [35]. For the model calculation deviation $D(t)$ of the spacing from the periodicity of the driving laser pulse was approximated by a function of the form

$$D(t) = \left( \frac{t}{a} \right)^4$$ (6.3)
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Figure 6.5: Model calculation of the harmonic spectra generated as a result of the unequally spaced emission of the individual as-pulses for (a) and (b) a 15-cycle and (c) and (d) a 3-cycle driving pulse. The deviation of the as-pulse emission times from the period of the driving laser is shown in (a) and (c). The functional dependence of the unequal spacing used in the model (blue curve) is obtained by fitting a fourth-order function to the individual emission times extracted from a PIC-simulation (black dots). The resulting harmonic spectra from the unequally spaced emission are shown in (b) and (d). Substructures are clearly visible on the individual harmonics for the short laser pulse.

where \( a \) is determined by fitting the function to the data points, \( t \) is given in laser cycles and \( t = 0 \) is the point in time corresponding to the peak of the driving laser pulse. The data points (black dots), the fitted function \( D(t) \) (blue line) and the envelope of the 15-cycle driving pulse are depicted in figure 6.5 (a).

To further support the model analytical calculations of the trajectories of individual electrons in the field of the laser pulse similar to those conducted by Corkum et al. [9] for
harmonics from noble gases where conducted. To adapt the model to surface harmonics relativistic effects where added to the calculation and the field driving the electrons was assumed to be the laser electric field outside and zero inside the target. When tracing only those electrons that actually return to the target surface and propagating them through the pre-plasma gradient bunching and unequal spacing is observed. Preliminary results show the spacing derived from this model calculation is in good agreement with the values extracted from the PIC-simulation further supporting the validity of the model assumption made for \( D(t) \) (equation 6.3). The analytical model for the spacing of the as-pulses is also presented in more detail in [62, 67].

Using \( D(t) \) to synthesize an unequally spaced train of delta-spikes it is now possible to determine the harmonic spectrum expected for CWE harmonics generated with the ATLAS laser by solving equation 6.1. The result of the model calculation is shown in figure 6.5 (b). Compared to the spectrum expected for an equally spaced train the harmonics are significantly broadened (\( \Delta \omega/\omega = 0.15 \pm 0.05 \) for the unequally spaced train compared to \( \Delta \omega/\omega = 0.04 \) in the case of equal spacing) and some energy is located in the side-lobes of the individual harmonics. The shape of the main harmonic peak, however, remains close to Gaussian. Despite the simplicity of the model and the assumptions made this result is also in good agreement with the experimental findings (Chapter 4 and especially Figure 6.5 (b)). While the side-lobes visible in the model calculation are not observed in the measurement which may well be the consequence of incoherent background radiation (especially the various diffraction orders of the 18 nm Oxygen-line) masking this effect there is a discrepancy between the harmonic width of \( \Delta \omega/\omega = 0.25 \pm 0.05 \) in the measurement and the value of the model calculation. Note however that the extraction of the exact line-width from a measurement with an imaging spectrometer is difficult as many effects like, for example, imperfect imaging can lead to an additional broadening of the harmonics observed. To overcome the problem of unfolding such effects from the measurement, which is very difficult anyway as quantifying the contributions is nearly impossible, it is instructive to determine the temporal coherence of the emitted radiation and extract the expected line-width from that measurement as has been described in chapter 4 of this thesis. Note that this analysis yielding a harmonic width of \( \Delta \omega/\omega = 0.10 \pm 0.03 \) (see chapter 4) which is in much better agreement with the model calculation than the value extracted from figure 6.3.

Based on the good results achieved with the model for long pulses it is now also possible to investigate the effect of unequal spacing in the case of very short 3-cycle driver pulses. For this purpose equation 6.3 needs to be adapted to incorporate the shorter pulse duration. As the peak intensity used in the simulation from which the unequal spacing is derived is very close to the actual focused intensity in the LWS10 experiment this is
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<table>
<thead>
<tr>
<th>Harmonic Order</th>
<th>Experiment</th>
<th>Harmonic Order</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td><img src="image1" alt="Intensity" /></td>
<td>11</td>
<td><img src="image2" alt="Intensity" /></td>
</tr>
<tr>
<td>12</td>
<td><img src="image3" alt="Intensity" /></td>
<td>12</td>
<td><img src="image4" alt="Intensity" /></td>
</tr>
<tr>
<td>13</td>
<td><img src="image5" alt="Intensity" /></td>
<td>13</td>
<td><img src="image6" alt="Intensity" /></td>
</tr>
<tr>
<td>14</td>
<td><img src="image7" alt="Intensity" /></td>
<td>14</td>
<td><img src="image8" alt="Intensity" /></td>
</tr>
</tbody>
</table>

**Figure 6.6:** (a) A series of measured harmonic spectra obtained under fixed experimental conditions. The harmonics vary significantly in shape from shot to shot. (b) Influence of the carrier-envelope (CE) phase on the generated harmonic spectra obtained from model calculations for a 3-cycle laser pulse. $\Delta t$ gives the offset between the central as-pulse and the peak of the envelope in units of laser periods. The shapes of the individual harmonics are found to depend strongly on the CE-phase.

Achieved by keeping the functional dependence of the deviation from equal spacing as a function of laser intensity constant and simply rescaling $D(t)$ to account for the shorter pulses. The resulting deviation from equal spacing used in the model is shown together with the envelope of the 3-cycle pulse in figure 6.5 (c) and is again in good agreement with the calculated electron trajectories [62, 67]. The harmonic spectrum resulting from the calculation is depicted in (d). In the short-pulse case the harmonics are strongly modulated and deviate significantly from the Gaussian shape expected for an equally spaced train. While it is difficult to compare a single-shot LWS10 spectrum directly with the model calculation owing to the strong fluctuations this still proves that the CWE-mechanism itself is capable of generating harmonic spectra with significantly distorted harmonics. This in turn means that the observation of such fringed harmonic spectra is a strong indication that the harmonic emission in the experiments with LWS10 is indeed confined to the duration of the driving laser confirming that we have taken a significant step toward the generation of single as-pulses.

However, the model is capable of more than just qualitatively reproducing distorted harmonics. As has been mentioned before the individual harmonic spectra recorded with
LWS10 exhibit strong shot-to-shot fluctuations. To illustrate this figure 6.6 (a) shows six harmonic spectra recorded with LWS10 under exactly the same experimental conditions. The only real similarity between the individual shots is the harmonic structure of the recorded XUV-radiation. The shape of the individual harmonics varies strongly from gaussian-like on the top left to completely fringed on the bottom right. Since nothing was changed in the setup between the shots the fluctuations have to originate from variations of the individual laser pulses used to generate the harmonics. The pulse energy and duration are known to vary slightly from shot to shot (this was investigated first), and model calculations show that these cannot be the origin of the strong fluctuations observed. There is, however, another pulse parameter which is of no importance for longer laser pulses but is known to significantly influence the dynamics of laser-matter interactions in the few-cycle regime: The carrier-envelope phase (CEP) \cite{29}, i.e. the relative phase between the rapidly oscillating electric field and the envelope of the laser pulse. To analyze the influence of CEP-variations on the harmonic spectrum with the model presented above a variable offset between the train of delta-spikes representing the as-pulses and the envelope function was introduced. A series of spectra obtained with variable CEP but otherwise constant simulation parameters is shown in figure 6.6 (b). Interestingly the model spectra qualitatively reproduce many features also observed in the experimental data. To illustrate this the experimental spectra were sorted to match model spectra with similar harmonic structure. Especially in the top-left and the middle- and lower-right spectra the similarities are striking. While the model is obviously not precise enough to actually determine the CEP from the simulations the similarities suggest that the fluctuating spectra are indeed the result of this effect. This is further supported by the fact that CEP variations have practically no influence on the model spectra of the 15-cycle pulse as one would expect which is again in good agreement with the observation that the spectra generated with ATLAS are very reproducible.

Finally, however, it is important to emphasize that this is strong evidence for the observation of CEP-effects in harmonic generation with LWS10 but no definitive proof. To prove the relation and perhaps even find rules for how to estimate the CEP from the harmonic spectra LWS10 would have to be phase-stabilized which is technologically very challenging and has never been achieved for such a large laser-system or the CEP-phase would at least have to be recorded for every shot with a single-shot phase-meter \cite{170} to allow a correlation analysis.

6.2.2 Polarization Dependence

As has been mentioned before a second integral part of the experimental results obtained with LWS10 is the dependence of harmonic emission on the laser polarization. To the best
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of my knowledge such studies have so far been limited to purely p- or s-polarized beams (for example in [59]). Here I present scans of the polarization from s- to p- as well as from linear to circular polarization allowing interesting new insight into the CWE-mechanism. However, beyond that the results could be used to design a polarization gating setup with which the CWE-emission of LWS10 could be further confined to a window of only a fraction of the driving laser duration. The experimental data is of special interest in this case as even theoretical studies of polarization gating in SHHG have so far been limited to ROM-harmonics [38, 83, 84].

The polarization was varied using broad-band achromatic λ/2- and λ/4-plates placed in the amplified but uncompressed LWS10 beam taking advantage of the fact that the LWS10 compressor is polarization insensitive. The details of the setup can be found in section 6.1. For each polarization a series of single-shot spectra were recorded and analyzed. Figure 6.7 shows the XUV-intensity emitted into harmonics 11 to 14 for different laser polarizations normalized to the signal obtained with a purely p-polarized beam. The error bars correspond to the standard deviation of the XUV-signals measured for each wave-plate setting. Note, that the polarization dependence of each individual harmonic (11 to 14) was also analyzed and found to have the same functional dependence on laser polarization as the spectrally integrated signal and is therefore omitted in the plots for clarity.

As one would expect the harmonic intensity is highest when the driving laser is p-polarized and zero when the polarization is s. This is a direct consequence of the CWE-mechanism as it relies on the acceleration of electrons by the electric field component perpendicular to the target surface. Note that for ROM this would be substantially different, as in that case s-polarization will generate harmonics but circular polarization would not (see Chapter 2). While the behavior in the limiting cases of pure s- and p-polarization was to be expected the functional dependence of the harmonic intensity is surprising. Previous work on CWE harmonics [34, 63] has shown that the intensity dependence of the harmonic emission for a p-polarized driver close to linear and lies somewhere in the range of

\[ I_{XUV} \propto I_0^{0.5-1} = \left| \frac{E}{E_L} \right|^{1-2} \]  

(6.4)

in the previous publications. If this scaling was also valid for varying polarization, i.e. if in the case of changing polarization the harmonics where simply only generated by the p-polarized component of the driving pulse, the observed harmonic intensities should follow the scaling shown above. If this was the case the data points in figure 6.7 should lie inside the gray shaded areas covering the range of intensity dependences given in equation 6.4. Experimentally, however, a much stronger dependence of the XUV-intensity on the polarization is observed. This means that in addition to the reduction of the electric field
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Figure 6.7: Dependence of the XUV-intensity emitted into harmonics 11 to 14 as a function of varying driving laser polarization for (a) the transition from s to p and (b) linear to circular. The intensity is normalized to the signal obtained with a purely p-polarized driving pulse and each data point is averaged over several shots. The p-polarized component of the laser beam in (a) is defined as the ratio between the electric field in p-polarization direction and the total electric field while the ellipticity in (b) gives the ratio between the electric field components along the ordinary and extraordinary axis of the wave-plate. The gray shaded area shows the range in which the data would be expected if it followed the simple scaling shown in equation 6.4 (see text).

component perpendicular to the target surface other factors have to contribute to the reduction of the XUV-signal. The main difference between a simple intensity reduction and a polarization modification lies in the trajectories of the electrons. In the case of linear polarization the trajectories will be tilted with respect to the target normal resulting in a longer effective pre-plasma ramp. This, in turn, has been shown to reduce the harmonic generation efficiency significantly in earlier experiments [52]. For circular polarization a similar effect should occur as the trajectories of the electrons injected into the target are not linear anymore. Electrons extracted from the plasma at different times will not only return at different times but also under different angles and spread out laterally. This will lead to reduced bunching of the electrons and less efficient plasma-wave
and thus harmonic generation. It is important to emphasize however that more detailed theoretical analysis is necessary to place this interpretation on firmer ground. For this purpose detailed PIC-simulations are planned to analyze the electron trajectories in the case of non-perpendicular polarization. Based on the observation that CWE is actually suppressed when the pre-plasma gradient becomes too short in very high contrast interactions [91] one could furthermore devise an experiment in which the polarization is varied under such experimental conditions. If the electrons indeed experience a longer effective pre-plasma this could lead to increased harmonic emission for beams with a polarization between p and s.

Independently of the exact origin of the steep drop in harmonic signal with varying intensity the finding is encouraging in the context of a possible polarization gating experiment in the CWE regime, as a strong polarization dependence will lead to a narrow gate. The simplest possible gating setup which has also already been implemented successfully in gas-harmonic generation [11] is depicted in figure 6.8 (a) for a pulse with a duration of 8 fs. The linearly polarized original pulse (black) is split into two equal intensity parts with perpendicular polarization in a birefringing plate the thickness of which is designed to introduce a delay of three laser cycles between the pulses propagating along the ordinary and the extraordinary axis of the crystal. The resulting pulse is still linearly polarized but the polarization direction is rotated by 90 degrees over its duration (red pulse in Figure 6.8 (a)). Finally a quarter-wave plate is placed in the beam and aligned such that it rotates the polarization of the leading and the trailing edge of the pulse while leaving the central part unchanged (blue pulse). While the blue pulse is the one desired for gating in gas-harmonics [11, 168] and also for ROM [38] this is not so obvious for CWE since the decay of harmonic signal with laser ellipticity is not very strong. It may well be beneficial to use the pulse after the delay plate directly. To analyze this in more detail the x- and y-components of the electric field of the pulses after the delay-plate and the λ/4-plate are shown in Figures 6.8 (b) and (d) respectively. In addition plots (c) and (e) show the p-polarized component of the pulse after the delay plate and the ellipticity of the final pulse. Note that the definitions of these parameters are the same as in Figure 6.7 to simplify the comparison.

From the comparison of the measured data and the calculated pulse shapes one can immediately see that there is one big disadvantage in gating coherent wake emission: Unlike in gas harmonics and ROM the harmonic generation efficiency does not drop to zero in the wings of the pulse. Nevertheless, owing to the strong decrease in harmonic generation efficiency for small deviations from p-polarization, a reduction of the emission time by almost a factor of two should be achievable when the pulse after the delay plate, i.e. the one with rotating linear polarization, is used. This can, in combination with a
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**Figure 6.8:** (a) Schematic drawing of the concept of polarization gating [11, 38]. A linearly polarized pulse (black) is split into two equal intensity components in a birefringent delay plate. For a plate with delay of 3 $\lambda$ this results in the red pulse. Finally a $\lambda/4$-plate is used to synthesize a pulse with a polarization changing from circular to linear and back to circular (blue). To analyze the properties of the gated pulse in more detail (b) and (d) show the p- (blue) and s- polarized component (red) of the pulse electric field after the delay plate and the $\lambda/4$-plate respectively. In addition (c) shows the $p$-polarized component of the field shown in (b) and (e) depicts the time-dependent ellipticity of the field in (d). Axis definitions see figure 6.7.

single-shot CEP measurement, help to understand the origin of harmonic fringing and give additional valuable insight into the dynamics of the CWE process. Finally it is important to mention that a gating setup implemented and tested in a CWE experiment can also be used without modification to gate ROM emission when the necessary ultra-high contrast driver-pulses become available.
6.3 Summary

The results presented in this chapter constitute the first demonstration of high harmonic generation from solid surfaces with few-cycle driver pulses. They prove that new state-of-the-art OPCPA-based systems offer a promising route toward the generation of ultra-intense single as-pulses and simultaneously improve the understanding of the electron dynamics in the harmonic emission process. Two effects have been studied in detail in this chapter. The appearance of distinct sub-structures on the individual harmonics and the dependence of harmonic emission on the driving laser polarization.

Owing to the limited contrast of the current LWS10 pulses ROM-harmonic generation was not observed despite the relativistic laser intensity and the harmonic emission was thus limited to orders below 21 owing to the properties of the fused silica target used. The origin of the distortions of the observed harmonics (figure 6.3) is therefore a direct consequence of the electron dynamics in the CWE process for 8 fs driving pulses. While it is well known that the unequal spacing of the individual emitted as-pulses, a result of the fact that CWE harmonics are generated via plasma waves excited by bunches of Brunel-electrons penetrating the target, leads to a broadening of the emitted harmonics for 40 fs driving pulses [34, 35] its influence on even shorter pulses has not been studied previously. Based on a model for the unequal spacing derived both from PIC-simulations and an analytical calculation of individual electron trajectories I demonstrate that the distorted harmonics are indeed a natural consequence of the shortness of the driving laser pulse. In turn this is strong (albeit indirect) proof that the harmonic emission was indeed confined to a few-cycle window constituting an important step toward the generation of single as-pulses. Beyond this the model calculations also help to understand the strong fluctuations observed from shot-to-shot in the experiments. They show that CEP variations can lead to significant modification of the harmonic spectrum and the modeled spectra show good qualitative agreement with the measured ones (figure 6.6). However additional measurements with simultaneous detection of the harmonic spectrum and the CEP are necessary to prove the connection.

In a second set of measurements the polarization dependence of CWE-harmonics has been studied systematically (figure 6.7). The intensity of harmonic emission is shown to decay strongly when the polarization is changed from p and no harmonics are observed for s-polarization as one would expect since the origin of CWE-harmonics are fast electrons accelerated in the electric field component perpendicular to the target surface. Interestingly, however, the decay of the harmonic signal is found to be stronger than the decrease of the p-polarized laser component. This can be attributed to a change in the electron trajectories leading to a longer effective pre-plasma scale-length and subsequently stronger harmonic-signal decay. The results show that it should, in principle, be possible to further
confine the emission of CWE to a fraction of the driving laser duration using polarization gating. However there is one problem which cannot be overcome and which excludes the possibility of generating a single attosecond CWE-pulse: Owing to the dynamics of the CWE process it is not possible to generate a driving laser pulse for which the harmonic generation efficiency is zero in the wings as a result of polarization manipulation. Nevertheless, as a gating setup prepared for the use in the CWE-regime can also be used to gate ROM-harmonics once sufficiently high-quality driver pulses are available the design and testing of such a setup with CWE may be well worth the effort.
Chapter 7
Conclusions and Outlook

Throughout this thesis a set of experiments have been discussed addressing various aspects of high harmonic generation from solid-density targets. They advance the understanding of the fundamental processes of SHHG and also represent a step towards the grand goal of realizing a source of single as-pulses with unprecedented intensity which will expand the scope of Attoscience to experiments currently not accessible owing to the low number of XUV-photons in conventional gas harmonic sources [29]. The experiments where conducted using three different laser systems and experimental setups specifically designed to address various fundamental questions.

In a first set of measurements the temporal structure of the harmonic emission from solid targets was addressed using two different methods: A nonlinear second-order autocorrelation and a temporal coherence measurement. The autocorrelation reveals that the harmonic burst generated via the CWE mechanism is of the same duration as the driving laser pulse which is consistent with previous findings that CWE scales roughly linearly with laser intensity. Additionally a finer scan reveals a distinct periodic substructure in the harmonic emission at the frequency of the driving laser proving that the emitted XUV radiation is indeed phase-locked resulting in a train of as-pulses [63, 69]. This is the first conclusive proof of this long predicted feature of solid-target harmonics and constitutes an integral step on the route to a novel source of as-pulses. In addition, a temporal coherence measurement of a range of harmonics was conducted to test a simpler, albeit indirect, method to obtain information about the temporal structure of the harmonic emission. This method allows conclusions about the sub-cycle dynamics of the harmonic generation process [67] and is much more precise than a simple harmonic line-width measurement. The coherence time obtained in this measurement is found to be significantly shorter than the duration of the emitted XUV burst. The discrepancy between pulse duration and coherence time observed is shown to be the result of an inherent harmonic chirp [35] resulting from the unequal spacing of the individual as-bursts emitted via the
CWE process. It is important to note, however, that the phase of ROM emission is expected to be flat so that the method for the coherence measurement presented in this thesis may well be sufficient to analyze the XUV-pulse duration in future systems.

The second experiment featured in this thesis was conducted using the ASTRA laser facility at the Rutherford Appleton Laboratory in the UK and addressed a different aspect of SHHG. The experimental setup included a plasma mirror to enhance the contrast of the laser pulses before the interaction with the main target. With this method ROM-harmonics extending up to the relativistic cutoff [30] were produced. The measurements show that the generated harmonics are emitted into a narrow, near-diffraction-limited cone with a constant divergence observed for all harmonics. In addition it was found that that a target roughness on the scale of the skin-depth does not adversely influence the generation process (despite the fact that this roughness is on the scale of the wavelength of the highest observed harmonics.) [64]. The constant divergence is shown to be the result of harmonic generation on a curved surface resulting from denting of the target in the focus of the intense laser beam. Interestingly this also implies that the individual harmonics have propagated through a focus after their generation in which, under certain conditions, extreme intensities could be reached [32]. In a second measurement the properties of the fundamental and the second harmonic emitted from the target where characterized. Significant spatial filtering of the fundamental and the generation of a near-Gaussian second harmonic beam are observed [68] and demonstrate that the interaction of relativistic laser pulses with solid targets may be a route to overcome problems with conventional spatial filters and frequency doubling setups in the high-power laser systems envisioned for the future [103, 154, 155].

In contrast to the first two experimental campaigns conducted with 40 to 50 fs duration laser pulses the third set of experiments presented focuses on the generation of harmonics using the novel 8 fs LWS10 laser system [123]. The development of such laser systems and their subsequent use for harmonic generation is an integral step towards the efficient generation of single as-pulses as it allows to confine the harmonic generation to a few and ultimately a single oscillation of the electric field. The experiments demonstrate the generation of harmonics up to the CWE-cutoff and also allow interesting insight into the harmonic generation process itself. The individual harmonics are found to be significantly distorted and fluctuate strongly in shape from shot to shot. Model calculations show that this effect can be well explained by the expected unequal spacing of the harmonic emission (also observed in the coherence measurement) and shot-to-shot variations of the carrier-envelope phase [62].

While all of these results in themselves advance our understanding of the physical processes underlying the high harmonic generation from solid-density plasmas the integral
next step towards a single as-pulse source will be to combine all the aspects addressed in this thesis in one experiment: The generation of a diffraction limited beam of relativistic harmonics with a sub-10-fs driver laser system and its subsequent temporal characterization. To achieve this goal several improvements have to be implemented in the currently available system and some new technologies need to be developed.

The first step to be taken is the demonstration of the generation of relativistic harmonics using a few-cycle driver laser. The experiments with the ASTRA system presented in this thesis have illustrated the absolute necessity of a very good contrast in the driving pulse to achieve this goal. For this reason the improvement of the contrast of the existing laser systems at MPQ is currently pursued. To achieve this a new high-contrast front-end will be installed on ATLAS and the IWS system will be equipped with an XPW [131–133] in the laser chain to enhance the contrast of its front-end. In addition the implementation of a plasma mirror [77, 79, 160] is planned on both systems. With all these measures in place the generation of relativistic harmonics will likely be possible with both systems.

While this in itself will produce a wealth of new results a key concern, especially when a plasma mirror is used, is the number of shots that can be taken on one single target as this limits the scope of possible applications. Currently any measurement has to be terminated when the available target is used up as the vacuum chamber needs to be vented for target exchange resulting in the loss of the alignment of the experiment. To overcome this problem the investigation of alternative targets needs to be pursued. While tape targets will possibly be used in the near future the ultimate goal would be the development of a liquid-jet suitable for application both as target and as plasma mirror. despite the fact that this is technologically challenging it may well be possible and would allow the accumulation of unlimited numbers of shots alleviating one of the most severe limitations of a SHHG as-pulse source. In addition the implementation of special pre-dented targets may lead to an increase in intensity in the harmonic focus after the target [65] and may even allow specialized experiments approaching the Schwinger limit [32]. Experiments with ultra-thin targets can also point the way towards novel generation mechanisms for single as-pulses [171].

Finally a lot of improvement over the current setup is also possible in the XUV-beamline system transporting the generated XUV radiation to an envisioned experimental site. Especially the implementation of grazing incidence optics an specialized high-reflectivity coatings will allow focused intensities orders of magnitudes higher than those currently achieved in future applications [70]. On the short scale this is absolutely necessary to explore, for example, alternate two photon transitions for the XUV-autocorrelation of shorter XUV pulses and for the implementation of the attosecond streak-camera. On a longer run concepts developed in the near future are expected to form the backbone of
the envisioned as-beamlines at the ELI facility [154].

All in all the investigation of high harmonic generation has taken a big step forward over the past 5 years and has opened the door towards a new an extremely powerful tool for experiments with attosecond resolution. Especially the high conversion efficiency and the absence of a limitation in applicable laser intensity will allow the reproducible generation of as-pulses with unprecedented energies in the near future. While a series of technological challenges are still to be overcome I am confident that these will not stop SHHG from becoming a very powerful tool for Attoscience experiments in the years to come.
Appendix A

The Plasma Mirror

For the generation of high harmonics from the interaction of high intensity laser pulses with solid density targets it is of utmost importance that the main laser pulse interacts with a steep plasma gradient and not a long low-density pre-plasma. To achieve this the intensity of any pre-pulses or pedestals has to be suppressed below the plasma formation threshold of the solid target. This restriction becomes all the more stringent the higher the focused intensity of the main pulse on the target gets. Several methods for contrast enhancement of high-power lasers are currently available and in use in state-of-the-art systems. Pockels cells can suppress pre-pulses on the ns-scale and more advanced concepts using saturable absorbers [172, 173] or cross-polarized wave generation (XPW) [131–133] are capable of cleaning pulses up to several tens of picoseconds before the main pulse. However, the only systems capable of cleaning pulses all the way up to the foot of the main pulse and thus enabling real ultra-high contrast interactions are plasma mirrors [77–79, 157–161]. In fact, a plasma mirror is the key component without which all the results presented in chapter 5 of this thesis would have been impossible to achieve. For this reason the concept and the working principle of a plasma mirror (PM) shall be introduced in some detail in this appendix.

To understand the operating principle of a PM it is important to look at the features of a typical fs-laser pulse first. The main pulse usually has some wings on a picosecond time-scale owing to imperfect compression of the amplified spectrum and sits on a long, ns-scale pedestal the origin of which is amplified spontaneous emission (ASE) or parametric superfluorescence depending on whether laser- or optical parametric amplification is used. Furthermore the main pulse is usually accompanied by a series of pre- and post-pulses originating, for example, from leakage from regenerative amplifiers and internal reflections in optics. A schematic of such a typical laser pulse is shown in figure A.1. While post-pulses and the part of the pedestal after the main pulse are generally of little concern in a high-intensity laser–solid interaction the components in front of the main pulse are
Figure A.1: Schematic drawing showing the typical features of a femtosecond high-power laser pulse. The main pulse sits on top of a long pedestal and is accompanied by a series of pre- and post-pulses. Imperfect compression of the pulse results in wings close to the main peak. Typical contrast ratios are $1:10^6$-$10^8$ for the pedestal, $1:10^2$-$10^6$ for the pre- and post-pulses and $1:10^4$-$10^6$ for the wings.

the ones that need to be suppressed. The wings owing to imperfect compression pose a special problem here since they are only present after the final compression of the pulse where none of the other methods for contrast enhancement (Pockels cells, XPW, etc.) can be applied owing to damage issues in the optical components.

The operating principle of a plasma mirror is actually quite simple. The laser pulse is incident onto a transparent target with a peak focused intensity such that the pedestal and the pre-pulses are transmitted through the target while the leading edge of the main pulse rapidly ionizes the solid target forming a reflecting surface off which the main pulse is reflected (see figure A.2). The feasibility of this approach was first demonstrated by Kapteyn et al. [160]. The contrast enhancement $CE$ achievable from a plasma mirror can be calculated using the formula

$$CE = \frac{R_{\text{Plasma}}}{R_C}$$  \hspace{1cm} (A.1)

where $R_{\text{Plasma}}$ and $R_C$ are the reflectivity of the plasma and the cold, i.e. unionized, substrate respectively. Thus, using anti-reflection coated substrates or an angle of incidence close to Brewster's angle, contrast enhancements on the order of 100 are possible and have been demonstrated [77] from a single PM.

However, while the concept of the PM is rather simple, it will only operate properly when the plasma mirror surface is still steep allowing a high-quality specular reflection when the peak of the pulse interacts with it. The ionization must therefore occur as late as possible to prevent plasma expansion and the formation of a long scale-length pre-plasma. B. Dromey et al. give a condition which has to be fulfilled to allow specular reflection
Figure A.2: Illustration of the operating principle of a plasma mirror. (a) The laser pulse is incident onto the plasma mirror from the left. (b) The pedestal and the pre-pulses are transmitted through the target before the main pulse rapidly ionizes the surface on its rising edge. (c) The main pulse is reflected off the plasma resulting in a pulse with improved contrast.

from the PM [77]:

\[ c_s \Delta t < \lambda_L. \]  \hspace{1cm} (A.2)

Here \( c_s \) is the sound speed of the expanding plasma surface and \( \Delta t \) is the time between the ionization of the target and the arrival of the main pulse. For typical expansion velocities of a few times \( 10^7 \text{ cm s}^{-1} \) derived from the blue-shift of the laser spectrum reflected off the PM [77] \( \Delta t \) will be on the order of a few picoseconds. In practice this means that the intensity of the pulse on the PM must not be higher than a few times \( 10^{16} \text{ W cm}^{-2} \) for proper operation [77-79] and should not be much smaller than \( 10^{15} \text{ W cm}^{-2} \) to ensure high reflectivity. For current high-power laser systems this means that the plasma mirror cannot be operated in the focus of the laser beam, which would be beneficial because the PM acts like a spatial filter under these conditions [79, 159], as this would require focusing optics with focal lengths on the order of 10 m. Instead it has to be placed in the near-field of the focusing (or expanding) beam which may result in a distortion of the wave-front of the reflected pulse as a result of the inhomogeneous intensity distribution in the beam. Fortunately B. Dromey et al. [77] have shown that the beam profile of the pulse is only slightly distorted and that the beam is still nicely focusable after reflection off the PM despite these distortions. Nevertheless it is important to monitor the reflected near- and far-field of the PM closely under these delicate operating conditions.

It remains to be said that the concept of the PM is not limited to a single reflection
or pulses of tens of femtoseconds in duration. A double-PM setup has recently been studied in detail by T. Wittmann et al. [158] and was successfully applied in a series of experiments [57, 58, 61] for an even bigger contrast enhancement. Y. Nomura et al. have shown that the concept of the PM can also be applied to sub-10-fs pulses at kHz repetition rates with efficiencies larger than 50 percent [79].

Last but not least it should also be pointed out that the experiments presented in section 5.2 of this thesis do not only apply a conventional PM to generate high harmonics but also constitute the first experiments on extending the concept of the PM to relativistic intensities by studying the reflected fundamental of the laser beam in this regime.
Appendix B

XUV Spectrometers

Four different XUV-spectrometers have been used for the measurements presented in this thesis. Each one of these instruments has unique properties making it more or less suitable for certain measurements. The Acton VM-502 is a compact and easy to align normal incidence spectrometer with a large numerical aperture but limited capabilities at short wavelength, the McPherson 248/310G is more difficult to align but has the highest spectral resolution and can be adjusted between 12 nm and 300 nm without breaking the vacuum, The RAL flat-field spectrometer is a very versatile tool owing to its large-area grating and versatile camera mounting system which is ideal for measurements of the harmonic divergence (see Chapter 5) and finally the transmission spectrometer is very easy to align and ideal when a non-imaging spectrometer is needed like for the temporal coherence measurements in Chapter 4.

This appendix will give an overview over the properties of each one of the four spectrometers and also give some technical details to assist future users of these instruments.

B.1 The Acton VM-502

The Acton Research VM-502 is a compact 20 cm focal-length normal-incidence vacuum spectrometer designed for measurements ranging from the UV down to the XUV spectral range. Figure B.1 shows some photographs of the instrument with labels pointing out the most important components. Owing to its normal incidence geometry it has a large numerical aperture (f/4.5) and is relatively easy to align. Furthermore the large aperture allows the use of a short focal-length collection mirror to maximize the signal in the spectrometer. For this reason the instrument was used for the first harmonic measurements on both the ATLAS as well as the LWS10 laser system. The disadvantage of the normal incidence geometry is the low reflectivity of the grating for wavelength below 50 nm effectively limiting the detectable harmonic range to orders below 16. For shorter wavelength
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Figure B.1: Top- (a) and side-view (b) of the Acton Research VM-502 normal-incidence XUV spectrometer. The most important components are labeled in (a). Note that the spectrometer is shown with exit-slit and photomultiplier as a detector and not with the MCP+CCD array used for the measurements in this thesis.

A grazing-incidence instrument has to be used.

Figure B.2 shows a schematic drawing of the instruments setup. The concave iridium-coated 1200 L/mm grating images the entrance slit onto the position of the exit-slit on the Rowland circle [99] in a Seya-Namioka geometry [174] (the thin black lines mark the path from the entrance to the exit slit). The wavelength on the exit-slit can be adjusted by rotating the grating inside the spectrometer using an external wavelength-calibrated controller. Other wavelengths are imaged to different positions on the Rowland circle.

Two different detector setups are available for the Acton spectrometer. The conventional exit-slit assembly for scanning measurements shown in figure B.1 or a home-made large area Multi-Channel-Plate (MCP) detector for single shot detection of a whole spectral range. While the scanning setup allows measurements with the highest possible spectral resolution over a large wavelength range it is not very useful for the characterization of surface harmonics because many shots are necessary to acquire a single spectrum. For this reason a special large area detector was designed for the Acton spectrometer. It consists of a large area (25 mm diameter) Cesium-Iodine (CsI) coated MCP the output of which is accelerated onto a fluorescent phosphor screen. The screen is then imaged using a fiber taper and a one mega-pixel 16-bit CCD-camera (Photometrics CH350). With this setup spectra spanning a range of 50 nm can be acquired in a single shot. This comes at the expense of the spectral resolution though since, while the MCP is flat, the different wavelength are imaged by the grating onto a circle with a diameter of 20 cm. Furthermore rotating the grating shifts the Rowland circle which in turn also shifts the focal positions of the different wavelengths. Nevertheless the spectral resolution of the setup is still sufficient to obtain high quality spectra resolving even sub-structures of the individual harmonics like the ones observed with the LWS10 laser system (see chapter 6).
It is important to note that the CsI-coated MCP requires good vacuum smaller than $10^{-5}$ mbar for safe operation. In practice this does not pose a large problem though since the spectrometer is equipped with its own pump and, at least in the solid harmonic experiments, no large gas-loads are present in the target chamber. In turn the MCP is more sensitive than an X-ray CCD in the spectral range between 50 nm and 120 nm and is solar blind, i.e. the quantum efficiency for IR-photons is extremely low reducing problems with signal from stray light and allowing, even with the ATLAS laser, measurements without an additional filter in front of the spectrometer.

**B.2 The McPherson 248/100G**

For measurements with higher spectral resolution and especially down to much shorter wavelength than those achievable with the Acton spectrometer a McPherson 248/310G 1 m focal length grazing-incidence spectrometer is available at the MPQ. Figure B.3 shows some photographs of the instrument. The spectrometer is designed to cover the wavelength range from 1 nm to 300 nm using a set of gold-coated spherical gratings with different line spacing. The instrument is set up for an angle of incidence of $87^\circ$ to allow for maximum reflectivity of the grating at short wavelengths (see figure B.4 for a schematic
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Figure B.3: Top- (a) and side-view (b) of the McPherson 248/100G grazing-incidence XUV spectrometer. The most important components are labeled in (a).

drawing), the drawback of this being a small aperture (f/45) which makes the instrument difficult to align and limits the amount of light that can be collected. This is an issue especially when the XUV radiation is emitted into a rather large cone.

Just like the Acton spectrometer the McPherson can be operated with two different detector setups, an exit-slit with a photomultiplier or a CsI-coated MCP-detector with phosphor screen and CCD-camera (Model DH420, Andor) mounted tangentially to the Rowland circle. Unlike in the other instrument, however, the detected wavelength is adjusted by scanning the detector along the focal plain of the grating rather than by rotating the grating itself. Together with the relatively long focal length of the grating this helps to keep the large-area planar MCP very close to the focus of the grating for all wavelength maximizing the resolution of the spectrometer. Table B.1 gives an overview over the wavelength ranges accessible with the different available gratings and the corresponding spectral resolution. Note that the low wavelength limit on the spectral range is not determined by the reflectivity of the grating but rather by the fact that the chamber with the MCP is relatively big and cannot be brought closer to the grating. For this reason gratings with larger dispersion can measure down to lower wavelength.

The position of the detector can be adjusted either using a LabView\textsuperscript{TM} program or

<table>
<thead>
<tr>
<th>Grating (L/mm)</th>
<th>Range (nm)</th>
<th>Resolution (nm)</th>
<th>Dispersion (nm/mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>133.6</td>
<td>13–300</td>
<td>0.16</td>
<td>0.4–1.6</td>
</tr>
<tr>
<td>600</td>
<td>3–75</td>
<td>0.036</td>
<td>0.08–0.34</td>
</tr>
<tr>
<td>2400</td>
<td>1–18</td>
<td>0.009</td>
<td>0.03–0.15</td>
</tr>
</tbody>
</table>

Table B.1: Overview over the properties of the gratings available for the McPherson 248/100G spectrometer at MPQ. The wavelength range is given for the case that the MCP detector is used.
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**Figure B.4:** Schematic drawing of the McPherson 248/310G spectrometer. The entrance slit is imaged onto a MCP detector mounted tangentially to the Rowland circle. The detector can be moved along the circle to position it at the desired wavelength range. The angle of incidence shown in this schematic is slightly smaller than in the real instrument (83° instead of 87°).

Manually using the included motor controller directly. The detector position can be read from a dial on the spectrometer itself. It is given in terms of the cord length, i.e. the distance between the center of the grating and the center of the detector, in inches. The cord length $L$ is related to the diffraction angle and thus the wavelength of the radiation via

$$L = d_R \cos \Theta_{\text{Out}}, \quad (B.1)$$

where $d_R$ is the diameter of the Rowland circle and $\Theta_{\text{Out}}$ denotes the diffraction angle under which radiation with the corresponding wavelength is emitted. $\Theta_{\text{Out}}$ can be calculated easily from the grating equation

$$\Theta_{\text{Out}} = -\arcsin(G\lambda - \sin \Theta_{\text{In}}), \quad (B.2)$$

in which $G$ is the groove density of the grating and $\Theta_{\text{In}}$ is the angle of incidence. Since $\Theta_{\text{In}} = 87°$ and $d_R = 1\ m$ are fixed and the groove densities of the various gratings are known one can directly calculate the corresponding wavelength from the cord length by inserting equation B.2 into equation B.1.

Beyond this it is also possible to calculate the wavelength range detectable in a single shot with the MCP detector. The distance $D$ between the focal positions of different wavelengths corresponding to the diffraction angles $\Theta_{\text{Out},1}$ and $\Theta_{\text{Out},2}$ can be derived from geometrical considerations and is given by

$$D = d_R \sqrt{\cos^2 \Theta_{\text{Out},1} + \cos^2 \Theta_{\text{Out},2} - \cos \Theta_{\text{Out},1} \cos \Theta_{\text{Out},2} \cos(\Theta_{\text{Out},2} - \Theta_{\text{Out},1})}. \quad (B.3)$$

Setting $D$ to $\pm 25$ mm (half the width of the MCP) one can now calculate the highest and
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Figure B.5: Wavelength ranges detectable with a single shot using the McPherson spectrometer and the 133.6 L/mm grating for various central wavelengths (blue squares). The red dots mark the positions of harmonics 3 to 20 for reference.

The combination of the large spectral range detectable in a single shot, the capability to measure down to very short wavelength and the versatility as a result of the easily exchangeable gratings makes this spectrometer a very versatile tool for single shot measurements in the XUV range and the spectrometer of choice for most measurements conducted at the MPQ (presented in Chapters 4 and 6).

B.3 The RAL Flat Field Spectrometer

For the measurements conducted at the Rutherford-Appleton-Laboratory a grazing incidence flat-field spectrometer designed and constructed at RAL was used [175]. The instrument is based on a large area (30 mm × 50 mm) Hitachi Part No. 001-0437 varied-line-space grating and a 256 × 1024 pixel Andor x-ray CCD camera in a housing specially designed at RAL. Photographs of the spectrometer are shown in figure B.6. Owing to the large grating size the spectrometer can be used to record multiple spectra simultaneously when suitable collection optics and/or slits are used (see for example figure 5.8 and [175]). At the same time the instrument is very compact.

The key to the compactness of the spectrometer is the concave varied-line-space grating which images the individual spectral components onto a flat surface rather than a Rowland circle [176–178]. The advantage of this is twofold: first the focal plane matches the
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naturally flat surface of the CCD camera so that all colors are directly in focus on the detector and second the focal plane is oriented perpendicular to the direction of the 0th order reflection off the grating. Figure B.7 shows a schematic drawing of this setup. The result of this is a setup much smaller than the one of the McPherson spectrometer with the conventional concave grating (figure B.4) while using the same angle of incidence onto the grating albeit with a smaller spectral resolution of approximately 0.1 nm.

The camera mounting flange is designed such that the camera can be moved along the focal plane of the grating such that different wavelength ranges can be observed. In addition this mounting system in combination with the large-area grating allows mounting the camera with its long side perpendicular to the dispersion direction for additional angular resolution at the expense of a smaller detectable wavelength range. The configuration with increased angular resolution was used for the work presented in this thesis to determine the divergence of the individual ROM harmonics (section 5.3.2 and especially figure 5.9). The trade-off between the observed spectral and angular range could be overcome in the future by using a quadratic, i.e. $1024 \times 1024$ pixel CCD camera, though.

In principle the spectrometer could also be equipped with an MCP detector for an even larger field of view (MCPs with diameters of 50 mm or more are readily available). However, while an MCP has the advantage of being solar blind, i.e. being insensitive to IR-radiation, it needs very good vacuum better than $10^{-5}$ mbar for safe operation requiring either a separate pump for differential pumping of the spectrometer or very long pumping times between chamber let-ups making this impractical for experiments that require frequent exchange of targets.

Another important feature of the RAL flat-field spectrometer is that it has been absolutely calibrated. For this purpose the reflectivity of the grating and various collection mirrors have been measured at the Daresbury synchrotron facility [175]. Together with the sensitivity data for the CCD provided by the manufacturer and information on the

\[\text{Figure B.6: Side-views of the RAL flat-field XUV spectrometer with labels pointing to the most important components are labeled in (a).}\]
Figure B.7: Schematic drawing of the flat-field spectrometer used in the experiments at RAL (Chapter 5). Unlike the McPherson spectrometer the varied-line-space flat-field Hitachi grating images the entrance slit of the spectrometer onto a plane surface. Thus all wavelengths are in focus on the plane surface of the x-ray CCD used for recording the spectra. The angle of incidence shown in this schematic is slightly smaller than in the real instrument (83° instead of 87°).

The throughput of the filters used to block residual IR-radiation the absolute efficiency of the spectrometer can be deduced. The transmission curve obtained using these values in the range between 15 nm and 40 nm is shown in figure 5.7 and is discussed in more detail in the context of the experimental results presented in chapter 5.3.1 of this thesis.

B.4 The Transmission Spectrometer

The transmission spectrometer used for the experiments discussed in chapter 4 is different from the other instruments presented here in several respects. Especially, owing to the transmission geometry, it is the only spectrometer that does not image the entrance aperture in the dispersion direction. While this slightly reduces the spectral resolution of the device it offers the unique possibility to analyze, for example, the beam profile of the individual harmonics in two dimensions.

A schematic drawing of the spectrometer is shown in figure B.8. The detected wavelength can be adjusted over a large range by rotating the detector around the position of the grating. To vary the resolution (within certain limits) pipes of different length can be placed between the grating and the detector. For the measurements presented in this thesis a free-standing 2000 lines mm$^{-1}$ grating and a CsI-coated MCP+CCD array (the same detector as the one used on the Acton VM-502) where used to record the XUV spectra. The distance from the grating to the detector was set to be 60 cm. It is important to point out though, that the spectrometer is not limited to this configuration. In principle
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Entrance slit
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**Figure B.8:** Schematic drawing of the non-imaging transmission spectrometer designed and constructed by the University of Düsseldorf. In the measurements presented in Chapter 4 this thesis the spectrometer was equipped with a 2000 lines mm\(^{-1}\) grating and the MCP+CCD detector of the Acton VM-502 spectrometer (see Appendix B.1).

any transmission grating and for example an x-ray CCD camera could be used.

Owing to the special properties of the spectrometer it can be used as more than just a simple device for measuring XUV spectra. By placing a suitable aperture in front of the grating it is, for example, possible to convert the spectrometer into an XUV-interferometer [142]. The principle of this setup is shown in figure B.9. Instead of an entrance slit a pair of pinholes is placed in front of the transmission grating. Owing to the fact that the spectrometer does not image the entrance aperture the beams diffracting from the two pinholes interfere on the detector if the sizes of the pinholes and their separation are chosen properly. By rotating the orientation of the pinholes with respect to the grating lines a time delay can be introduced between the two beams in the first diffraction order. By evaluating the fringe visibility on the detector as a function of the delay one can now for example measure the temporal coherence of the individual harmonics (see Chapter 4). The time delay between the two beams of the \(q^{th}\) harmonic \(\Delta t_q\) can be calculated from the angle between the axis connecting the pinholes and the grating lines \(\alpha\) using the following relation

\[
\Delta t_q = \frac{\Delta d}{c_0} = \frac{S \sin \alpha}{c_0} G \lambda_q, \tag{B.4}
\]

where \(\Delta d\) is the path-length difference, \(S\) denotes the distance between the two pinholes, \(G\) is the groove density of the grating and \(\lambda_q\) is the wavelength of the \(q^{th}\) harmonic. For the pinhole separation of 100 \(\mu m\) used in the experiments in Chapter 4 this means that the delay can be adjusted between zero and a maximum value of \(\Delta t_{q,\text{max}} = 120 \lambda_q/c_0\). A typical interferogram for zero delay is shown in the inlay of figure B.9 (a).

The pinholes are produced at the University of Düsseldorf via laser machining of a
Figure B.9: (a) schematic of the spectrally resolved interferometer setup using the transmission spectrometer. The beams from two pinhole apertures interfere on the MCP detector in the first diffraction order. The delay between the two beams can be adjusted by rotating the two pinholes with respect to the orientation of the grating lines. Alignment of the holes parallel to the grating lines results in zero delay while an orientation perpendicular results in maximum delay. The inlay in (a) shows a typical interferogram obtained for the 14th harmonic and zero delay. (b) and (c) show images of the pinhole and grating array. The double pinhole is mounted on a rotation stage for delay variation. Photographs courtesy of D. Hemmers from the University of Düsseldorf (see also [179]).

copper foil with a kHz laser system. The diameter of the individual pinholes is 60 µm. The copper foil is mounted on a rotation stage that can be accurately adjusted from outside the vacuum chamber using a PTFE-cord connected to a manual feedthrough (see photograph in figure B.9 (b)). The whole rotation mechanism is integrated into the grating assembly of the spectrometer to ensure accurate positioning of the pinholes.
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