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Zusammenfassung

In dieser Promotionsschrift werden Experimente und numerische Rechnungen vorgestellt, wel-

che die Beobachtung, Analyse und quantitative Diskussion der mikroskopischen Mechanismen,

welche zur Zeitverzögerung des photoelektrischen Effektes beitragen, ermöglichen. Hierbei

verlässt das angeregte Elektron die untersuchte metallische Probe mit einer Zeitverzögerung von

10-100 as (1 as = 10−18 s) nachdem der anregende extrem-ultraviolette Lichtpuls auf der Probe

auftrifft. Die vorgestellten Experimente repräsentieren eine Vereinigung von experimentellen

Techniken der Hohen-Harmonischen-Erzeugung, der Filterung einzelner Attosekundenpulse,

der Photoelektronenspektroskopie und der Präparation von metallischen Einkristalloberflä-

chen in Ultrahoch Vakuumumgebungen. Photoelektronen werden durch hochenergetische

extrem-ultraviolette Strahlung in der metallischen Probe angeregt und beim Übergang über

die Metall-Vakuum Grenzfläche wird ihr kinematischer Impuls durch die Wechselwirkung mit

dem Nahinfrarotfeld moduliert. Bis zuletzt waren zeitaufgelöste Photoemissionsexperimen-

te auf die Beobachtung und die numerische Analyse der relativen Zeitverzögerungen von

Elektronenwellenpaketen, welche von bzw. in spektroskopisch unterscheidbare Anfangs- bzw.

Endzustände emittiert werden, beschränkt. Mittels adsorbierten Atomen und hochauflösender

Photoelektronenspektroskopie ist es uns möglich, die Zeitverzögerung von Elektronen welche

vom Adsorbat emittiert werden, zu ermitteln und dadurch die absolute Photoemissionszeit

von Metallzuständen zu bestimmen. Attosekundenspektroskopie mit isolierten Pulsen war

ausserdem bisher auf einzelne Photonenenergien beschränkt. Wir wiederholen die Experimente

bei einer Reihe von Photonenenergien und entwickeln die sogenannte Streakingspektroskopie

hin zu einer energieauflösenden Messmethode weiter.

Indem wir Messungen der energieabhängigen und absoluten Photoemissionszeitverzögerung

verbinden, können wir ein quantitatives Verständnis der einzelnen mikroskopischen Verzöge-

rungsmechanismen und ihren Beitrag zur beobachteten absoluten Photoemissionszeit erhalten.

Hierzu wurden klassische und semiklassische Modelle mit Eingangsinformationen aus hochauf-

lösender Photoelektronenspektroskopie und (zeitabhängiger) Dichtefunktionaltheorie erstellt,

berechnet und analysiert. Die dabei getroffenen Vorhersagen stimmen mit den experimentellen

Beobachtungen überein, und erlauben uns die Unterscheidung der einzelnen mikroskopischen

Beiträge der elastischen und inelastischen Streuung, der komplexen Bandstruktur und des

ballistischen Transportes, welche bisher nur einzeln und beispielhaft anhand geeigneter Systeme

diskutiert werden konnten.
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Abstract

This thesis reports experiments and numerical calculations aiming at the observation, analysis

and quantitative dissection of the microscopic mechanisms contributing to the temporal delays

observed in time-resolved measurements of the attosecond photoelectric effect, i.e. the

delayed appearance of the photoelectron in vacuum after excitation of metallic samples with

extreme-ultraviolet (XUV) radiation. We combine the experimental techniques of high-harmonic

generation, isolated attosecond pulse filtering and XUV photoemission spectroscopy in an

ultra-high vacuum environment to release and probe photoelectrons emerging from the metal

surface and their respective time delays with temporal resolution and accuracy on the 10 as

time scale (1 as = 10−18 s). Upon traversing the metal-vacuum interface, the photoelectron

momentum is modulated by interaction with a phase-controlled few-cycle laser pulse, wherein

the time of surface traversal is encoded in the momentum deflection of the outgoing electron.

Until recently, the measurement of photoemission time delays was limited to the observation,

analysis and numerical modelling of relative time delays, i.e. the retardation of photoelectrons

emerging from or through spectroscopically distinguishable initial or final states. By using surface

adsorbates and high-resolution photoemission spectroscopy, we can gauge the release of

photoelectrons from atomic adsorbate states located outside the crystal and use this knowledge

to determine the absolute photoemission time delay from electronic states located inside

the crystal. Furthermore, the extension of attosecond streaking spectroscopy from single

frequency measurements towards broadband, energy-dependent spectroscopy is reported. This

is accomplished in the simplest of manners, through lengthy repetition of the experiment at

different central photon energies using different configurations of the attosecond pulse filtering

stage and clean tungsten surface and adsorbate configurations.

Combining the measurement of the absolute time delay and broadband attosecond chronoscopy,

we can quantitatively model the individual microscopic retardation mechanisms and their

respective contribution to the observed release time of the photoelectrons. To this end, classical

and semiclassical models including inputs from high-resolution photoemission experiments

carried out with narrowband synchrotron radiation and (time-dependent) density functional

theory are constructed and calculated. Their predictions match the observed photoemission

time delays and allow the disentanglement and dissection of the observed relative and absolute

time delays down to the individual microscopic contributions of the (intra-atomic) elastic and

inelastic scattering and the complex band structure, which influence the electron trajectory, and

hitherto have only been discussed individually.
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Introduction

The photoelectric effect, which is the release of electrons from matter upon irradiation with

ultraviolet light, was first described independently by Heinrich Hertz [1] and Wilhelm Hallwachs

[2] in 1887 and 1888, respectively. The most peculiar observation of the existence of a minimum

optical frequency for the exciting radiation and the independence of the electron energy from the

intensity of the irradiating light observed by Phillip Lenard [3] was explained by Albert Einstein

[4] in 1905. This work, for which he was awarded the Nobel Prize in 1921, confirmed the

quantization hypothesis of light introduced empirically by Max Planck [5] in order to explain the

optical spectrum of black-body radiation and thereby laying the groundwork for the quantum

revolution of experimental and theoretical physics in the 20th century.

Experimental advancements over the last 100 years allowed photoemission spectroscopy to

become a powerful tool for the investigation of solid, liquid and gaseous samples. However,

time-resolved information about the photoemission process and the relaxation of photoexcited

carriers in solids could only be obtained after the advent of ultrashort femtosecond [6, 7] and

attosecond [8, 9, 10] laser pulses very recently. The time delay between the absorption of the

photon and the subsequent release of the electron is on the attosecond time scale. The ultrafast

inelastic scattering of the electrons inside the solid, mediated by the strong Lorentz force of

electron-electron and electron-ion interactions, limits the extraction depth to few atomic layers.

The recent development of the attosecond streaking technique [11, 12, 13] allows to measure

these time delays with few attosecond precision and to investigate this most fundamental process

of light-matter interaction with unprecedented insight. The measurement of photoemission time

delays is deemed ”attosecond chronoscopy” [14].

The time-resolved observation of the photoelectric effect is a challenging experimental task.

Time-resolved measurements in general rely on the observation of a change of a sample

observable, such as absorption strength [15, 16, 17] or photoelectron/-ion yield [18, 19] or

kinetic energy [11, 13], upon previous excitation of the sample with a light pulse shorter than the

electric or vibrational processes ongoing in the sample under investigation.

Attosecond chronoscopy experiments can be carried out on samples in gas [13, 20, 21], liquid

[22, 23] and solid states [12, 24, 25, 26, 27, 28, 29] using attosecond pulse trains (reconstruction

of attosecond bursts by interference of two-photon transitions (RABITT)) or isolated attosec-

ond pulses (Attosecond streaking spectroscopy). Trains and isolated attosecond pulses are

generated by means of high-harmonic generation (HHG) of intense few-cycle near-infrared

laser fields routinely generated in modern laboratories. The resulting high-frequency radiation

is in the extreme ultra-violet (XUV) spectral range beyond the photoionization potential of all

neutral matter and photoelectrons are directly generated upon irradiation of the sample. In both
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cases the underlying time axis for determination of the photoemission time delay is provided

by cross-correlation with a synchronized near-infrared (NIR) femtosecond laser pulse, the

spatio-temporal field distribution of which defines the characteristic clock of the experiment. A

most peculiar case are metals, where the p-polarized external NIR field is all but fully screened

outside the surface atomic layer by the highly mobile conduction band electrons [30, 31, 25].

Hence, the interaction between the released electron and the clocking NIR field begins at a

well defined spatial position above the crystal deemed the jellium edge. The relative delay in

photoemission measured in attosecond chronoscopy thus can be interpreted as the relative

arrival time of the center-of-mass of the excited photoelectron wavepackets at the jellium edge.

Hence, these concepts paved the path to the observation of electron movements in solids on

their natural attosecond time scale. The time duration of the photoelectric effect in solids can be

estimated by the mean free escape depth and the group velocity of the excited electrons inside

the solid. For excitation with XUV light above photon energies of 20 eV, photoemission times of

100 as up to 300 as are estimated and observed [12, 25, 28].

Three particular recent experimental results stand out. First the measurements of Neppl et

al. [25], who investigated photoemission time delays between tungsten 4f and magnesium

2p electrons excited from a system of few atomic layers of magnesium over a tungsten single

crystal surface at 117.5 eV. Systematic variation of layer thickness not only allowed to verify the

theoretical result of screening of the infrared field on the sub-atomic scale, but also to assign a

ballistic velocity equal to the free electron velocity, within the margin of error to the propagation

inside the magnesium layers. A second series of studies by Tao et al. [28, 29] measured the

time delay between the doublet of 3d states from nickel and copper valence bands using the

RABITT technique with 20 − 30 eV photons. The observed photoemission time delays are

assigned to the lifetime of the final state of the electron corresponding to the bandwidth of

resonant enhancement. Furthermore, Siek et al. [32] observed that effects of intra-atomic

electron-electron interaction and angular momentum of the localized initial state contribute

to the photoemission time delay not only in atomic physics, but do need to be accounted for

also in dissecting observed photoemission time delays in solid-state attosecond chronoscopy,

especially for heavy elements.

One of the main results of this work is the observation of band structure related photoemission

time delays at high photon energies in excess of 120 eV, which is presented in detail in chapter

III. Herein, the relative time delay between the emission from localized 2p core orbitals and

delocalized conduction band states in magnesium is measured for a range of photon energies.

Comparing experimental results, both attosecond time-resolved as well as high-resolution

photoemission, with a range of contemporary theories of the photoemission time delay is

performed to gain insight into the time dependence of bulk and surface photoemission processes

from simple metals.
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1 Introduction

Hitherto attosecond chronoscopy experiments relied on an internal reference and could only

provide relative time delays between photoemission events from two discernible bound states.

An absolute and precise calibration of the attosecond streaking clock to the absorption of the XUV

photon is still lacking. Two approaches have been developed in recent years. The first approach

is using a separate gas phase target for an additional attosecond chronoscopy experiment

[26, 33]. This ex-situ approach has severe limitations in terms of the measurement precision

because of the difficulty of Gouy-phase calibration [34], where one attosecond systematic

error corresponds to 2.5 mrad Gouy-phase mismatch. The second approach is to use helium

as an internal reference, for which the time delay of the 1s level is known from experiment

and extensive studies of all-electron ab-initio theory. Using helium as a reference in solid

state photoemission chronoscopy is possible, but very challenging as it necessitates sub-4

Kelvin cryogenic operation and very low NIR light flux to avoid desorption. A more feasible

approach is presented in this thesis and makes use of adsorbed heavy atoms, which feature

well-localized weakly bound core orbitals, as clock atoms on top of a metallic crystal and within

or above the jellium edge [35]. Herein, it is necessary to calibrate both the atomic time delay of

photoemission as well as the influence of the adsorbate layer on the electronic scattering and

dielectric screening of the combined system. In chapter IV a method is presented to achieve

the latter using a sub-monolayer iodine coverage on a tungsten single crystal. To this end,

utilizing a combination of two adsorbate systems, iodine and oxygen, and two different radiation

sources, table-top HHG attosecond XUV pulses and monochromatized undulator radiation from

the ELETTRA synchrotron facility in Trieste, Italy, we measure time delays of the valence band

and the 4f core level of the tungsten (110) surface on unprecedented spectral bandwidth of 90 eV

to 145 eV with 10 as level accuracy. Using extensive numerical calculations, which combine

a semiclassical model of the time-dependent photoemission with inputs from contemporary

(time-dependent) density functional theory ((TD)-DFT), we unravel and dissect the individual

microscopic mechanisms of attosecond time delay and provide quantitative comparison between

theory and experiment. Furthermore, broadband information about the absolute time delay of

photoemission for core levels as well as valence bands is obtained, which allows to shed the

ambiguities that have complicated the interpretation of attosecond chronoscopy of solid samples

for such a long time. We thus finally solve the twelve year old question posted by A. Cavalieri

in their seminal paper about the time delay of the tungsten 4f core level. The extension of

attosecond chronoscopy beyond the measurement of relative and the guessing of absolute time

delays bears profound consequence in extending time resolved photoemission spectroscopies

beyond the investigation of gas phase atomic and simple crystals into complicated systems

such as 2d layered systems, i.e. perovskites, cuprates or topological insulators, and the liquid

phase.

4



Part II

Attosecond solid state photoemission chronoscopy
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Attosecond solid state photoemission
chronoscopy

2.1. Introduction

In this chapter the fundamentals of attosecond pulse generation and chronoscopy as well as

solid state (angle-resolved) photoemission are presented and reviewed to the extent necessary

to understand the performed experiments and analysis.

Performing attosecond chronoscopy measurements on solid targets requires the combination of

two experimentally challenging techniques. First the generation of isolated attosecond extreme

ultraviolet (XUV) pulses or pulse trains through high harmonic generation (HHG) from intense

sub-two cycle near-infrared (NIR) laser pulses. The NIR laser field ~EL(t) propagates along the

x-direction and the z-axis is aligned with its linear polarization

~EL(t) = <
{
E0,L(t) · ~ez · e−iwL·t−

i
2
βL·t2+φCE

}
. (2.1)

Herein ωL denotes the central angular frequency and kL = 2π/λL the wavenumber of the

infrared field with central wavelength λL. The Gaussian function E0,L(t) = E0,L · e−4ln(2)t2/τ2
L ,

represents the envelope of the laser field with full width at half maximum (FWHM) τL. The

quadratic chirp of the laser field is denoted βL, and φCE represents the carrier-envelope-phase

(CEP), which is the phase delay between the respective maxima of ~EL(t) and E0(t). Similarly,

the isolated attosecond XUV pulse is parametrized as with a Gaussian temporal envelope and

is always polarized parallel to the generation NIR field

~E0,X(t) = <
{
E0,X(t) · ~ez · e−iwX ·t−

i
2
βX ·t2

}
, (2.2)

with the envelope function E0,X(t) = e−4ln(2)t2/τ2
X . The envelope of the XUV field is normalized,

because the inefficiency of HHG negates the possibility of driving and resolving nonlinear

optical interactions driven by the XUV field in our experimental setup. Isolated attosecond pulse

generation relies on the availability of CEP-stable intense NIR driver fields. Although commercial

titanium sapphire lasers delivering sub-mJ energy, sub-two cycle pulses can be considered state

of the art nowadays, a short description of the different laser systems driving the experiments

is given in section 2.6.1 for the sake of completeness. It is crucial for attosecond chronoscopy

of metal surfaces to prepare and characterize clean single crystal surfaces in an ultra-high

vacuum (UHV) system. A concise description of the utilized UHV beamline will be given in

section 2.6.2.
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2.2 Interaction of intense laser pulses with matter

Attosecond chronoscopy experiments rely on the cross-correlation of a sub-femtosecond XUV

light pulse with a rapidly varying electric field to modulate the kinetic energy spectrum of

the released photoelectrons [36]. The NIR laser field, often also called the streaking field,

exerts a periodic change of the released electron momentum via the Lorentz force and is

conveniently provided by the driving laser field. The last requirement is the attosecond level

synchronization of the two fields in the experiment, which is intrinsic to the non-perturbative

and phase-sensitive HHG process [10]. All the experiments presented in this thesis have been

carried out using attosecond streaking spectroscopy with isolated attosecond pulses, however

recently also the technique of RABITT utilizing attosecond pulse trains emerged as a viable and

complementary technique for attosecond chronoscopy on solid state targets. Both techniques

and their respective advantages and disadvantages and range of applicability are described and

compared in section 2.4.

2.2. Interaction of intense laser pulses with matter

The foundation of the field of attosecond physics are nonperturbative optics and strong field

physics, wherein the perturbative approximation of the optical polarization response ~P in relation

to the strong laser field ~E

~P ( ~E) = ε0χ1 · ~E + ε0χ
〈2〉 · ~E · ~E + ...+ ε0χ

〈n〉 · ~E · ... · ~E, (2.3)

with

|χn| ≈ α |χn−1| , α� 1,

breaks down. This situation is formally equal to the strength of the laser field reaching the level

of the strong microscopic intra-atomic electrostatic field binding the outermost electrons, which

for hydrogen is given by the Hartree field 5.1 · 109 V/cm. These extreme conditions can be

technically realized nowadays using high-energy ultrashort pico- and femtosecond laser pulses.

During each half-cycle of the electric field a significant fraction of the neutral atoms are ionized.

In general, three dominant mechanisms of ionization in strong low frequency laser fields are

distinguished (see figure 1) by the so-called Keldysh parameter γK of the atom and the laser

field [37]

γK =

√
Ip

2UP
, (2.4)

wherein IP denotes the first ionization potential of the atom and UP denotes the ponderomotive

energy, i.e. the cycle-averaged quiver energy of the laser field

UP =
e2 ·max

{
|E0(t)|2

}
4meω2

L

, (2.5)
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2 Attosecond solid state photoemission chronoscopy

where e and me are the charge and mass of the electron respectively. The main achievement of

Keldysh theory is the use of a laser-dressed continuum as final states of strong-field ionization,

which allows the unification of all three ionization processes into a single theoretical description,

neglecting the influence of the electrostatic Coulomb potential of the parent ion on the final state

of the electron after ionization. This approximation is deemed the strong-field approximation

(SFA) [38].

V
(z

),|
Ψ
(z
)|²

z

a) b) c)

n·hω

Figure 1 Illustration of ionization mechanisms in strong-field physics. a) Multiphoton ionization. b) Tunnel ionization. c) Above-
threshold ionization

The first mechanism is multiphoton ionization (see figure 1 a), wherein a single electron absorbs

an integer number of photons and in turn is excited above the vacuum level of the atom.

The probability of sequential multiphoton ionization PI can be described perturbatively by an

exponential scaling law

PI(t) ∝
∣∣EL(t)2

∣∣n , (2.6)

with

n =
IP
h̄ωL

.

Multiphoton ionization is the predominant ionization mechanism at high Keldysh parameters

γK > 1. For high intensities of the NIR streaking field, perturbative multiphoton ionization

processes contribute considerably to the photoelectron spectrum at low kinetic energy in

attosecond chronoscopy experiments. HHG on the other hand is nonperturbative and cannot be

expressed correctly in the multiphoton picture. The second process is tunnel ionization (see

figure 1 b), which is the dominant ionization mechanism for Keldysh parameters in the range

of 0.1 < γ < 1. The strong laser field distorts the symmetrical Coulomb potential around the

atom to an extent, which facilitates quantum mechanical tunneling between the bound electron

wavefunction and the laser-dressed continuum. Most importantly however, tunnel ionization

constitutes the first step in HHG (see section 2.3.1). The tunnel ionization rate can be calculated

for example using the PPT formalism [39] or the ADK formalism [40]. The cycle averaged

ionization rate in the ADK formalism for the hydrogen atom WADK can be expressed as

WADK ∝ IP · e
−

2 (2IP )3/2

3E0 . (2.7)

A non-adiabatic correction for the ADK formalism is found in [41]. The ionization probability for a
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2.3 High harmonic generation

single atom at an instance in time w.r.t to the driving laser pulse E(t) follows as

PI(t) = 1− e
∫ t′
−∞W (t′) dt′ . (2.8)

The third mechanism is deemed above-threshold ionization, which is dominant for small Keldysh

parameters γK � 1 and is depicted in figure 1c. The ground state wavefunction of the valence

electrons in the absence of external fields is no longer a bound state in the presence of the strong

laser field and can freely propagate outside of the influence of the ionic potential. Complete

ionization and generation of higher charged states of the neutral atoms occurs.

2.3. High harmonic generation

The term high harmonic generation denotes the process of radiation oscillating at very high (up

to 5000) [42] integer multiples of the carrier frequency of the visible or infrared field, which drives

the nonlinear process. First observation of the HHG process is attributed to Burnett et al. [43] in

reflection from solids and McPherson et al. [44] in gases. The nonperturbative nature of the

process, i.e. the observation of a plateau of harmonics with non-diminishing radiation intensity

for increasing harmonic order was first recognized in a series of ground breaking experiments

using picosecond Nd:Yag lasers by A. Huillier et al. [45, 46].

2.3.1.Single atom response

Early theoretical assessments of HHG relied on numerical solutions of the full time-dependent

Schrödinger equation, which could explain the formation of nonperturbative plateau harmonics

but failed to provide an intuitive physical insight into the microscopic single atom response

underlying HHG [47, 48]. This was only managed later by P. Corkum and the development of

the so called three-step-model [49], which is illustrated in figure 2.

The main achievement of the three-step model is to break up the complex quantum mechanical

electron trajectories into three distinctive steps, which can much more easily be calculated, and

relating the center-of-mass movement of the electron wavepacket in the laser field, pivotal to

all non-perturbative optics, to a classical trajectory through the Ehrenfest theorem [49]. This

provides an intuitive understanding of the microscopic mechanism of HHG. Further refinement

was provided by Lewenstein [50] who replaced the classical trajectory calculation with a quantum

mechanical integration in the strong field approximation. The equations are then exactly solvable

within the saddle-point approximation of the path integral of the quantum mechanical trajectory.

1. Tunnel ionization of a valence electron

The distortion of the Coulomb potential by the strong laser field facilitates the tunneling of
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2 Attosecond solid state photoemission chronoscopy

1 32

t

1

2

3

E (t)

V(x)

x

L

Figure 2 Illustration of the three step model of high harmonic generation for the Coulomb potential V (x). (1) Tunnel ionization
of the atom at the crest of the intense laser field EL(t). (2) Acceleration of the electron away from the parent ion to the reversal
point, acceleration back towards the ion. (3) Recombination with the parent ion. All energy is released into a single XUV photon.

valence electrons through the now finite-width potential barrier, as illustrated in figure 1.

Because of the exponential dependence of the ionization rate on the field strength (ref.

eq. 2.7), ionization events are localized in time around the individual half-cycle maxima

and minima of the electric field. In the Lewenstein model, the electron is assumed to be

at rest (Ekin = 0) after tunnel ionization.

2. Acceleration in the laser field

The ionized electron is subsequently accelerated by the strong laser field away from

the parent ion. The Coulomb potential of the parent ion is neglected in the numerical

propagation, greatly reducing the numerical effort. After a quarter cycle the sign of the

laser field is inverted and the electron decelerated. For linear and almost linear polarization

of the laser field, the electron trajectory traverses the parent ion again after approximately

three quarters of the optical cycle. The maximum kinetic energy transferred to the electron

is 3.17UP and corresponds to electrons ionized 17◦ after the electric field crest of the

previous half-cycle. Most electrons do not recombine with the parent ion and undergo

another cycle of deceleration and acceleration in the periodic electric field of the driving

laser pulse.

3. Radiative recombination with the parent ion

A small fraction of electrons upon traversing through the vicinity of the parent ion

recombines, releasing all its energy into a single XUV photon.

Emax = IP + 3.17UP (2.9)

The quantum mechanical probability for recombination is given by the dispersive spreading

of the electron wavepacket along its trajectory [51] and the size of the photoemission
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2.3 High harmonic generation

matrix element. Radiative recombination is the time-reversed process of single-photon

photo-emission. Hence, the magnitude of the photoemission matrix element is crucial for

the efficient generation of high-harmonic radiation [52]. For electrons ionized in a laser

field of elliptical or circular polarization, no spatial overlap with the parent ion is generated

during propagation. Thus, recombination and HHG are strongly suppressed in elliptical

fields [53, 54, 55]. Circularly polarized one [56] and two-colour fields [57] however can be

combined and adjusted for single attosecond pulse generation or XUV pulse generation

with circular polarization [58].

The maximum attainable photon energy is thus tightly linked to the parameters of the laser under

use. Most importantly, the cut-off energy scales as Emax ∝ λ2. A drawback is the fact that both

the photoemission matrix element ∝ E−1/2
max as well as the quantum mechanical spreading of the

wavepacket ∝ λ−2 scale unfavourably with the laser wavelength. Intricate numerical calculations

[59, 60], indicate an even more atrocious scaling of the harmonic emission of ∝ λ−5.5±0.5 for

the cut-off harmonics, which has been experimentally confirmed by Shiner et al. [51].

The HHG process is symmetric with respect to the sign of the driving NIR laser field. Thus, two

attosecond radiation bursts are created within a single cycle of the laser field. This implies that

for sufficiently long pulses only odd harmonics of the laser frequency are created. A similar

argument can be derived from the isotropic symmetry of the nonlinear medium, usually a noble

gas. The generation of an attosecond pulse train from high harmonic generation was proposed

by Farkas and Tóth [61] and experimentally confirmed by Paul et al. [8].

I     (t)out

-2.5 0 2.5 t (fs)

E (t)

W (t)

 z(t  ,t)0

I     (t)out

-2.5 0 2.5 t (fs)

E (t)

W (t)

 z(t  ,t)0

Figure 3 Illustration of the generation of complex time-energy profiles in HHG according to the three step model as a function of
the CEP of NIR two-cycle pulses. (Top left: Cos-pulse, Bottom right: Sine-pulse). The ionization rate W (t) is as function of the
NIR electric field E(t) and is localized in time around the crests of the field half cycles. The excursion of the electron z(t0, t) from
the atom as function of the release time t0 is plotted in the third pane. The kinetic energy of the electron upon recollision is colour
coded with purple shading representative of the highest energy electrons and dark red colour indicating the lower kinetic energies.
The time-energy distribution of recollision energies Iout(t) is plotted in the uppermost panel. We find that the cut-off radiation
is distributed over two consecutive half-cycle field crests for the Sine-pulse. For Cos-pulses, the highest energies are contained
within a single attosecond burst.
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2 Attosecond solid state photoemission chronoscopy

The trajectories and quantum phases corresponding to the emission of individual harmonics can

be traced out using advanced two-colour [62, 63] or elliptical polarization gating mechanisms

[64]. The single atom response to NIR fields of different CEP and the trajectories of the released

electrons are illustrated in figure 3. Two types of trajectories, the so-called short and long

trajectories, wherein the spatial excursion is smaller or larger than in the cut-off trajectory

respectively, are distinguished [65] within a single cycle of the electric field. They differ in terms

of their phase-matching properties, which will be outlined in section 2.3.2. The highly nonlinear

ionization probability (grey area) is localized in time around the half-cycle field crests, and the

classical equations of motion of the electron in the laser field, neglecting the Coulomb potential

of the parent ion, are straightforwardly integrated to reveal the characteristic trajectories of HHG.

It is noted that only trajectories, which return to the position of the parent ion within a single cycle

of the laser pulses are plotted in figure 3. The non-recombining fraction of ionized electrons is

re-accelerated along the next half-cycle of the driving laser field and again may collide with the

parent ion. However, radiative recombination is strongly suppressed due to dispersive spreading

of the quantum mechanical wavepacket over the prolonged propagation time of the trajectory.

2.3.2.Ensemble response and phase matching

Efficient nonlinear frequency conversion relies on coherent in phase emission of generated

radiation over the full volume of the nonlinear medium. This condition is formally equivalent

to the requirement of momentum conservation between the generating NIR photons and the

radiated XUV photon. The requirement of photon energy conservation of course is implied,

because the electron is subject to purely conservative forces along the trajectory and both tunnel

ionization as well as radiative recombination are non-dissipative processes.

~kX − n · ~kL = 0 (2.10)

h̄ωX −m · h̄ωL = 0.

Detailed studies of phase-matching in HHG including the extreme cases of very tight focusing

and waveguiding in hollow-core fibers can be found in [66, 67, 68, 69]. In short, four main

contributions to phase mismatch along the propagation direction ∆kz,

∆kz = ∆kq + ∆kg + ∆kn + ∆kp
!

= 0, (2.11)

are distinguished.

1. Neutral gas dispersion ∆kn

Both the NIR and XUV fields are non-resonant with the atomic transitions of the generating

medium, however they are influenced by the polarization response of the noble gas

medium. The NIR field has lower frequency than the lowest atomic transitions in all noble

gases, therefore retardation of the phase is observed. The XUV field is always of higher
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2.3 High harmonic generation

frequency compared to the atomic transitions because the bound-continuum transition

of radiative recombination is always higher in energy than the bound-bound transitions

dominating the polarization response of the medium. Hence, advancement of the XUV

field phase is observed and the overall phase mismatch contribution ∆kn > 0 of the

neutral gas atoms is in general positive.

2. Plasma dispersion ∆kp

The second contribution to the refractive index of the medium is the polarization response

of the ionized atoms and free electrons. The plasma frequency

wp =

√
ne · e2

me · ε0
(2.12)

of free electron densities ne corresponding to diluted noble gas plasma at pressure

200 mbar and neutral gas ionization fraction of 1%, is around 2 THz, which is far below the

frequency of the NIR and XUV fields. Hence, the refractive index is smaller than unity and

the phase of both XUV and NIR fields is advanced, stronger so in case of the NIR field.

The resulting phase mismatch contribution of the plasma ∆kp < 0 is always negative.

3. Gouy phase shift ∆kg

A focused Gaussian laser pulse experiences a position-dependent phase shift along the

propagation direction, which along the optical axis is given by

∆Φ = −tan−1

(
z

zR

)
, (2.13)

wherein zR =
π·w2

0
λL

denotes the Rayleigh length of the Gaussian laser focus, with the

focussed beam waist w0 and the laser wavelength λL. The Gouy phase shift [70] was

initially predicted by Louis Gouy in 1890, but could only be experimentally confirmed in

the THz spectral region by Ruffin et al. 102 years later [71]. Recently Hoff et al. [72]

succeeded in performing a three dimensional characterization of the spatial phase shifts in

a tight focus of a few cycle laser through near-field enhanced multiphoton photoemission

from a tungsten nanotip, revealing a more intricate phase dependence in tight laser foci of

few-cycle laser pulses.

The resulting contribution to the phase mismatch can be interpreted as the equivalence

of the derivative of the Gouy-phase shift along the propagation direction to an effective

wavevector [67, 65]

kg =
∂

∂z
∆Φ. (2.14)

Because the Rayleigh length is much larger and the divergence angle φX = φL/
√
m for

the generated XUV radiation of harmonic order m, compared to the driving NIR laser

pulse, the Gouy phase gradient of the generated XUV field is strongly reduced. Hence, a
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2 Attosecond solid state photoemission chronoscopy

net contribution to phase mismatch arises ∆kg < 0, which is always negative.

4. Atomic dipole phase shift ∆ka

The last contribution to phase mismatch arises from the HHG process itself and can

intuitively be understood in context of the three-step model. As can bee seen from figure

3 a, an XUV photon energy-dependent time delay between the zero-crossing of the laser

field and the time instance of radiative recombination exists. This time delay corresponds

to a phase delay and is intensity-dependent [73, 67]. Because the NIR intensity decreases

both along as well as perpendicular to the direction of propagation away from the focus, a

contribution to the phase mismatch arises similar to the Gouy phase shift

∆kq = −α · ∂
∂z
I(z). (2.15)

The proportionality constant α is always positive and much larger for long trajectories

compared to short trajectories. Hence, the high-frequency photon emission from electrons

traversing along short trajectories can be isolated using suitable focusing optics and gas

pressure [74].
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Figure 4 Illustration of HHG phase matching of Gaussian laser focus. The axial intensity gradient is colour coded. The resulting
atomic phase wavevector is indicated as black arrows. The wavevectors of the XUV and NIR beams are indicated as violet and
red arrows, respectively. The solid grey lines mark the Gaussian beam waist. The region in front of the focus is favourable for
phase matching of noncollinear long trajectory HHG. The region after the focus is suitable for phase matching of collinear short
trajectory harmonics, which are necessary for the attosecond experiments.

Furthermore, it should be noted that the short-trajectory phase-matching cut-off of few-cycle

to single-cycle pulses extend to higher energy and the temporal structure of the harmonic

emission becomes shorter [75], ultimately permitting the generation of single attosecond pulses.

Regardless, it is paramount to the efficient generation of XUV radiation to carefully choose the

focusing conditions, laser intensity and gas target pressure and geometry in order to obtain a long

coherence length lcoh = 2π/∆k between the NIR driver laser and the generated XUV radiation

[76, 77]. The most efficient nonlinear frequency conversion is obtained if the coherence length

exceeds the absorption length labs. This argument indicates that the highest conversion efficiency

for high harmonic generation can surprisingly be obtained for long wavelength driving pulses
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2.3 High harmonic generation

and very high energy X-ray emission [78, 42]. However, limitations to the long wavelength/high

pressure scaling of HHG is expected due to the absorption of the IR driver laser in the generated

high-density plasma (ref. eq. 2.12).

Recently, universal scaling laws of nonperturbative optics in the gas phase were derived by

Heyl et al. [79], in turn heavily simplifying the design process of new HHG beamlines, because

existing knowledge can be transferred between laser systems rigorously. These scaling laws

can be applied in the experimental practice for example, if photoelectron count rates become

too high for the detection electronics and saturation occurs. Reduction of the XUV flux, while

retaining the shape of the spectrum can be achieved by reducing the diameter of the iris aperture

and the gas pressure concurrently.

2.3.3.Isolation of a single attosecond pulse

Isolated attosecond pulses can be generated by a variety of means through HHG, the most

successful of which is deemed amplitude gating and spectral filtering [9, 11], which will be

described in this section. Further methods of isolated attosecond pulse generation include

polarization gating [56] or double optical gating [57], which rely on the superposition of two laser

fields with different polarization and/or different colour spoiling HHG in all but a single half-cycle

of the laser field. Lastly, ionization gating [80, 81] relies on the fact that the phase matching

condition of high harmonic generation can only be fulfilled for a certain fraction of neutral gas

ionization, which can be constrained to a single half-cycle on the rising edge of strong driving

laser fields. Hence, only one attosecond pulse spike experiences a coherent build-up of radiation

intensity in the far-field.

The concept of amplitude gating and spectral filtering is illustrated in figure 5. Two prerequisites

for isolated attosecond pulse generation are identified. First, the availability of few-cycle laser

pulses, which provide significant intensity contrast between the central and adjacent half-cycle

field crests. This is generally realized by the use of Titanium Saphhire (Ti:Sa) lasers spectrally

broadened in hollow core fibers filled with noble gases [82, 83] (see section 2.6.1), or broadband

optical parametric amplifiers. Second, the possibility to stabilize the CEP of the NIR laser in

order to isolate a single set of short trajectories contributing to cut-off harmonic generation

[84]. Such a NIR waveform is usually called cosine-pulse (see figure 5 d,f). In contrast, a

sine-pulse (see figure 5 e,h) supports two equally strong half-cycle field crests and cut-off

radiation will be created at two instances during each cycle of the laser field. The possibility of

CEP measurement, control and stabilization through nonlinear interferometry is closely linked to

the advent of frequency comb metrology [85, 86, 87], for which the Nobel prize was awarded in

2005.

For NIR pulses approaching the single-cycle regime (TL = 2.5 fs) strong deviations from the

sine-cosine behaviour is observed, and isolated attosecond pulses can be generated over a
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Figure 5 a) Illustration of attosecond pulse train and XUV spectrum of HHG. The colour coding is similar to figure 3. Spectral
filtering curve is indicated as grey shaded area. b) Transmission of metal filters used to block low order harmonics in the experiment.
c) Reflectivity of XUV multilayer mirrors utilized in the experiment to filter isolated attosecond pulses from the cut-off region
of HHG and define the central energy of the attosecond chronoscopy experiment. d,e) Attosecond pulse generation from a
cosine-(sine-)type NIR driver pulse. Envelope of pulse is indicated as grey shaded area. Temporal structure of XUV pulses is
indicated in purple. f,g) Corresponding XUV spectra to d,e) with filtered cut-off spectrum indicated in purple.

wide range of CEP values [74]. Under certain laser conditions HHG from a sine-pulse might

even be advantageous for broadband high-flux isolated attosecond pulse generation [88, 16].

Further shortening of the driver pulse towards the attosecond domain even suppresses HHG

because of the insufficient ionization in the half-cycle field crest leading up to the most intense

half-cycle of the NIR transient waveform [89, 90].

Spectral filtering is performed by transmission through a thin metal filter, which also blocks

the generating NIR driver pulse, as well as reflection from a tailored XUV multilayer mirror

designed for Gaussian reflection curves at the desired central photon energy for the experiment.

The transmission and reflection curves for the filters [91] and mirrors [92] are reproduced in

figure 5 b,c, respectively. Recent advances in thin film coating technology allow the extension

of attosecond chronoscopy up to photon energies of 145 eV and beyond [93], as well as the

preparation of attosecond pulses with controlled quadratic chirp [94].
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2.4 Photoemission time delay measurements

2.4. Photoemission time delay measurements

Early measurements on time-resolved two-photon photoemission aimed at the investigation

of the femtosecond relaxation of so called hot electrons, i.e. electrons excited into higher

conduction band states up to several eV above the Fermi energy [95, 7]. Only the advent

of attosecond pulses allowed the time-resolved investigation of the photoelectric effect itself,

which takes place on the attosecond time scale [12]. The pioneering experimental result by

Cavalieri et al. [12], who measured the photoemission from 4f core levels to be delayed w.r.t.

the conduction band and valence band electrons from the (110) surface of tungsten, spurred a

manifold of theoretical and numerical approaches to the solid state photoelectric effect including

references [12, 96, 97, 98, 99, 100, 101]. This is in spite of the fact that photoemission as a

physical problem is considered to be numerically tractable for long XUV and X-ray pulses since

the formulation of the so called one-step theory by Pendry in 1970 [102, 103]. It furthermore

inspired new experiments extending attosecond chronoscopy to atoms and molecules in the gas

phase [13, 21, 20] and recently even liquid phase targets [104]. The experiments are performed

by pump-probe cross-correlation of the XUV radiation generated in HHG with a second field

whose half-cycle period is longer than the XUV pulse duration. Very conveniently, this condition

is fulfilled in-situ by the temporal localization and attosecond synchronization of the tunnel

ionization and radiative recombination steps in HHG. Hence, the NIR laser field driving the

HHG is also used as clocking field in the attosecond chronoscopy measurements. The time

delay ∆t between the XUV and NIR pulses has to be varied with attosecond level precision and

stability, which necessitates nanometer interferometric stability of the pump-probe apparatus.

In general only relative time delays ∆τ between photoelectron wavepackets originating from

different bound states can be assessed. One notable difference is the chronoscopy of atomic

helium in the gas phase, wherein through extensive measurements and numerical multilevel

ab-initio calculations an absolute calibration of attosecond chronoscopy was possible [14, 20].

For more complex systems, a fully ab-initio solution of the many-electron wavefunction cannot

be obtained within reasonable computation time.

The interpretation of the measurement observable, i.e. the relative streaking time delay ∆τ , is

quite different depending on the electronic response of the target to the NIR streaking field and

the propagating high energy electron and illustrated in figure 6. All attosecond chronoscopy

experiments are performed within the limit of weak excitation, i.e. only a linear response of the

medium w.r.t. the XUV and NIR fields is expected. For dilute gases, no screening of the NIR field

is expected (see figure 6 d). Only few electrons are scattered during propagation in the dilute

sample. Attosecond chronoscopy therefore measures the so-called atomic group delay of the

photoelectron wavepacket, i.e. its retardation and acceleration as it interacts with the parent ion

along its outward trajectory. For solid and especially metallic targets the situation is remarkably

different. The NIR streaking field is strongly refracted and screened at the solid-vacuum interface

on an atomic scale by the highly mobile conduction band electrons. The streaking field thus only
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2 Attosecond solid state photoemission chronoscopy

acts on the photo-excited electron outside the image charge plane, or jellium edge of the crystal,

which is indicated as black dashed line in figure 6 f). Attosecond chronoscopy thus clocks the

time between absorption of the XUV photon and the center-of-mass of the photo-excited electron

traversing the jellium edge [25]. Hence, real time observation and clocking of the photoelectric

effect becomes possible.

Liquid phase photoelectron spectroscopy and chronoscopy was facilitated by the invention of

in-vacuo liquid microjets [105, 106]. The liquid-vacuum interface is not yet well understood,

especially the size and strength of the density-gradient perpendicular to the interface is subject

of ongoing investigations [107, 108] (see figure 6 e). Furthermore, existing models and

experimental results for the inelastic scattering cross section and the mean-free path length

of photoelectrons in the liquid micro-jet and across the liquid-vacuum interface are varying

strongly. Attosecond chronoscopy can provide valuable insight into the density and structure of

the interface through the correlation of observed photoelectron transport times with theoretical

models accounting for elastic and inelastic scattering of the photoelectrons and the dielectric

response of the liquid-vacuum interface [22] (see figure 6 b,e).

Δτ

a)

d)
E0

ρg

z

E
(z

),ρ
(z
)

Δτ

z

E
(z

),ρ
(z
) E0

ρs

c)

f)

Δτ

E
(z

),ρ
(z
)

z

E0
ρl

b)

e)

Δt

Δt

Δt

Figure 6 Illustration of the attosecond chronoscopy concept and the respective interpretation of the attosecond time delay for gas,
liquid and solid state matter. a,b,c) XUV (purple) and NIR (red) light pulses impinging on gaseous (green), liquid (purple) and
solid metallic samples (grey), respectively. Shading of spheres encodes atoms and their respective depth beneath the sample
surface. The time delay between the XUV and NIR pulses is denoted ∆t. The relative photoemission time delay between the
different electronic states under investigation is denoted ∆τ . d,e,f) Corresponding sample densities ρ(z) (coloured same as a) in
the interaction region. Qualitative illustrations of atomic scale screening of the NIR streaking field E(z) (red) for solid, liquid and
gaseous samples.
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2.5 Photoemission Spectroscopy

2.5. Photoemission Spectroscopy

Photoemission spectroscopy is a powerful tool of condensed matter physics, as it provides a

most direct pathway towards the observation and investigation of the electronic structure and

phase transitions of solids and solid interfaces [109, 110, 111]. A solid-state photoemission

spectroscopy experiment consists of a light source, either a narrowband UV lamp or synchrotron

radiation or a laser based source of high energy radiation exceeding the work function of the

sample, a vacuum apparatus to prevent contamination of the sample surface and recombination

of the photoemitted electrons with ambient air molecules, an electron kinetic energy analyser

and an electron detector. If the radiation source is emitting short pulses, as in the case of

HHG with femtosecond laser pulses, the velocity dispersion of inertial flight of the mass-bearing

electrons in vacuum can be used to temporally disperse electrons of different kinetic energy.

Charged particle spectrometers operating on this principle are referred to as time-of-flight (TOF)

spectrometers. If continuous emission sources are utilized, such as X-ray tubes, electrons are

spatially separated usually by electrostatic fields of hemispherical or cylindrical geometry.
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Figure 7 a) Energetics of the photoemission process. The kinetic energy distribution of electrons (blue top) measured in the
analyser and recorded on the detector is produced by the bandwidth of the incoming photons (purple) and by the spectral function
of the sample (blue bottom) at binding energy EB . The work function Φ denotes the minimal energy for single photon ionization
of the solid. Adapted from [109] b) Definition of emission angles θ and φ in ARPES.

The energy balance of the photoemission process is sketched in figure 7. Photoelectrons are

observed at kinetic energies Ef corresponding to the difference between the XUV photon energy

and the binding energy EB of the core or valence atomic state under investigation and the

minimum photon energy necessary to liberate electrons from the surface called the material

work function Φ. For the high photon energies utilized in attosecond streaking experiments both

electrons from weakly bound and delocalized valence states as well as from shallow atomic
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2 Attosecond solid state photoemission chronoscopy

inner-shell (core) orbitals are ejected from the solid

Ef = h̄ω − EB − Φ, (2.16)

wherein Φ denotes not the work function of the sample, but of the electron detector because of

the contact potential between sample and detector [112] additionally retarding or accelerating

the photoelectrons. For high-resolution photoemission experiments, a determination of the

sample work function via fitting of the Fermi-edge spectrum or known narrowband core level

emission can be performed. The broad bandwidth of isolated attosecond pulses however

precludes determination of the sample work function. Calibration of the photon energy has to be

performed either by direct characterization of the multilayer optics or by fitting the known kinetic

energies of the Auger electrons from noble gases. Calibration of the central photon energy and

FWHM bandwidth was performed using either direct reflectometry with narrowband synchrotron

radiation [93] or the emission of NOO-Auger electrons of xenon in the gas phase [113]. The

results of the calibration process are compiled in appendix A.

Because of the strong electron-electron and electron-ion scattering mediated by the Coulomb

repulsion, high-energy electrons travel only short times on the order of 100 attoseconds

between subsequent elastic or inelastic scattering events. This limits the escape of photoexcited

electrons at energies around 100 eV from solids to few atomic layers below the surface. Thus,

photoemission is a highly surface sensitive process and the disentanglement of surface and

bulk related excitations is a major challenge in almost all photoemission studies. The energy

dependence of the inelastic mean-free path λ of the high-energy electron bears striking similarity

for all condensed matter systems. This general trend is described with the so-called universal

curve, which is depicted in figure 8a.

Analytic forms and parameters of the universal curve are found in [115, 116, 117] for a wide

range of materials. The strength and energy dependence of the universal curve also has

profound consequences for time-resolved photoemission from condensed targets. As seen in

figure 8 b, the mean escape time for electrons from solid targets is on the order of 100 as for all

photon energies between 50 eV and 1 keV, rendering sub-femtosecond XUV pulses a necessity

for its investigation. The mean escape time of photoelectrons is linked to the lifetime of the

high-energy Bloch states inside the solid [28]. Photoexcited electrons not inelastically scattered

inside the solid are referred to as primary photoelectrons. The relative probability of energy

transfer from the primary photoelectron to the many-electron system or vice versa is obtained

from the detailed balance (∝ eh̄∆E/kT ). At the high energy of primary XUV photoelectrons

it is equal to one. Thus, inelastic scattering is associated with energy loss of the primary

photoelectron and the generation of secondary photoelectrons at lower kinetic energy.

Further insight into the electronic structure of solids is obtained by angle-resolved photoemission

spectroscopy (ARPES), which can provide high-resolution snapshots of the electronic band
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structure [110]. The electronic band structure of solids is synonymous with the dispersion

relation of the periodic Bloch states

E = En (kx, ky, kz) , (2.17)

with the band index n and the wavenumber k. The material band structure describes the

momentum-dependent eigenvalues of the stationary many-body Schrödingers equation

HΨ
~k
n = En(~k)Ψ

~k
n, (2.18)

of the a periodic electrostatic potential of the crystal. The XUV photons (h̄ω < 150eV) carry

only little momentum ~q and the momentum of the photoexcited electron is ~K = ~k + ~q similar to

the initial state momentum, ignoring Umklapp processes, which are of little relevance in high

energy photoemission. This approximation allows the direct mapping of the electronic band

structure of the occupied valence states from ARPES measurements. Because of translational

symmetry, the momentum components parallel to the crystal are conserved upon transmission

of the photoexcited electron and the electron momentum can directly be inferred from the polar

emission angle θ and the azimuthal emission angle φ and the kinetic energy of the photoemitted

electron Ekin

kx =

√
2meEkin
h̄

· sinθ · cosφ, (2.19)

ky =

√
2meEkin
h̄

· sinθ · sinφ.

The determination of the normal component of the electron momentum kz is more difficult,
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2 Attosecond solid state photoemission chronoscopy

because the translational symmetry is broken at the surface. The normal component of the

momentum is modified according to

kz =
1

h̄
·
√

2me (Ekin · cos2θ + V0), (2.20)

wherein V0 denotes the so-called inner potential, which corresponds to the energy difference

between the bottom of the valence band and the vacuum level. The exact determination of V0

from experiments is impossible. However, for nearly-free electron metals a good approximation

can be obtained from matching the experimental data with theoretical calculations of the

parabolic band dispersion [118].

2.5.1.Theoretical background of solid state photoemission

In the following section, a short introduction into photoemission theory is given and the most

commonly utilized theoretical descriptions, namely the three-step model and the one-step model,

are introduced. The comparison and interpretation of photoemission experiments based on

these models has become a "longstanding and increasingly confusing issue" [119]. Attosecond

photoemission chronoscopy is expected to be able to resolve these questions by unravelling

and disentangling the interplay between the photoexcitation and photoelectron transport effects

directly in the time domain. The Hamiltonian of solid state photoemission is written as [111]

H = −1

2

N∑
n=1

(
~pi − e ~AX

)2
+

N∑
n=1

K∑
k=1

1

4πε0

Ze2∣∣∣~rn − ~Rk

∣∣∣ +
1

2

N∑
n=1

N∑
m6=n

1

4πε0

Ze2

|~rn − ~rm|
, (2.21)

wherein N is the number of electrons and K the number of atomic cores with atomic number Z.

Ignoring nonlinear effects, like multiphoton ionization, the weak attosecond XUV field (vector

potential AX ) can be treated perturbatively

Hint = − e

2me

(
~p · ~AX + ~AX · ~p

)
= − e

me

~AX · ~p. (2.22)

The photocurrent can be calculated via the transition probability Γ
~k
i→f from Fermi’s Golden rule

Γ
~k
i→f =

2π

h̄

∣∣∣〈Ψ
~k
f

∣∣∣Hint

∣∣∣Ψ~k
i

〉∣∣∣2 δ (h̄ωX − Ef − Ei) , (2.23)

wherein the energies of initial and final states Ei,f are referenced to the vacuum level (Evac = 0),

as the incoherent sum over all occupied states

P (~k,Ef ) =
∑
i

Γ
~k
i→f . (2.24)

The initial and final states are complicated eigenstates of the many-body Hamiltonian. The

so-called sudden approximation, commonly used in many-body physics, strongly simplifies the

problem by assuming the instantaneous transition of the electron from the initial to the final state
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and the discontinuous change of the effective non-local potential of the solid at that instant [111]

Ψ
~k
i,f = Aψ~ki,f

ΨN−1
i,f . (2.25)

Herein, ψki,f denotes the one-electron wavefunction, ΨN−1
i,f the (N-1)-electron wavefunction of

the solid after photoemission and the operator A ensures the proper exchange symmetry of the

N-fermion wavefunction. The transition matrix element can now be split into the one-electron

dipole matrix element Mk
f,i and the (N-1)-electron overlap matrix element ci,f〈

Ψ
~k
f

∣∣∣Hint

∣∣∣Ψ~k
i

〉
=
〈
ψ~kf

∣∣∣Hint

∣∣∣ψ~kf〉 〈ΨN−1
f |ΨN−1

i 〉 = M
~k
f,i · ci,f . (2.26)

In the noninteracting electron picture the latter can be neglected [111].
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Figure 9 Illustration of common photoemission models and theories. a) Three step model of photoemission. (1) The XUV photon
(purple) excites the electron between Bloch states above (blue) and below (green) the vacuum energy of the solid. The electron
propagates to the surface subject to elastic and inelastic scattering. (3) The electron traverses the surface potential barrier. b)
One-step theory of photoemission. (1) The propagation, scattering and transport is taken into account via the construction of
the inverse LEED state. The photocurrent is calculated directly via the matrix element between the initial and inverse LEED
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Three-step model

The three-step model of photoemission was originally proposed by Berglund and Spicer [120,

121] in 1964. The photoemission process is split up into three separate steps similar to the

description of HHG (see Figure 9 a).

1. Photoexcitation

The process of photoemission is started by excitation of an electron from a bound Bloch

state below the Fermi energy to an unbound Bloch state above the vacuum level. The

transition probability can be calculated by Fermi’s golden rule (see equation 2.23).

2. Propagation in the solid

The propagation of the electron inside the solid is governed by the group velocity of the
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high-energy Bloch state

~vg =
1

h̄

∂En(~k)

∂~k
, (2.27)

as well as elastic and inelastic scattering with the ionic cores (phonon excitations) and

remaining electrons (plasmon and electron-hole excitations). High-energy electrons

investigated in attosecond streaking experiments are often approximated as quasi-free

electrons and their propagation velocity accordingly follows as function of the detected

kinetic energy in vacuum

vg =

√
2

me
(Ekin + V0). (2.28)

3. Transmission through the surface

Traversing the surface, the electron loses kinetic according to the energy of interaction

between the delocalized electron and the positive background charge in the solid, and

the attractive force between the electron and its own image charge. The kinetic energy

loss corresponds exactly to the inner potential V0. This surface gradient force acts only

on the normal component of the electron momentum. Hence, the parallel component of

the momentum is conserved. One-to-one correspondence to optical refraction is noted,

wherein the inner potential of the surface corresponds to the increased refractive index

in the Fresnel equations. Electrons with insufficient energy to overcome this effective

surface potential are subject to total internal reflection and remain bound.

One-step model

The three-step model is entirely empirically constructed. A more accurate description of

photoemission can be obtained within the so-called one-step model, first introduced by Mahan

[102]. This model treats the photoexcitation, propagation, scattering, and surface refraction

processes in a single coherent quantum mechanical process. This implies that one can no

longer just use the Bloch wavefunctions, which solve the bulk Hamiltonian to construct the

final state of the photoemission process. Also evanescent states corresponding to imaginary

wavevectors as well as surface states and surface resonances have to be considered in the

construction of the final state of photoemission. This final state is approximated by means of the

time-reversed LEED state [103]. In low-energy electron diffraction (LEED) experiments a single

incoming electron beam enters the solid, is scattered elastically and inelastically inside the solid

and thus multiple beams exit the solid. Time-reversal of the LEED state provides a suitable

outgoing electron wave with the correct interaction with the surface potential, as well as the

coherent treatment of all elastic scattering and propagation effects and is an eigenfunction of the

energy and angle resolving detector. The transition rate from the initial states into the inverse

LEED state are thus proportional to the detected photocurrent. The inelastic scattering, i.e. the

transfer of energy between the photoexcited electron is commonly simplified by introduction of an

imaginary valued optical potential Vi. This approximation retains the correct surface sensitivity

and photoelectron escape depths, but does not include the generation of secondary electrons,
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and was very successfully applied to high-resolution photoemission [110].

The time-reversed LEED state, sometimes called the inverse LEED state, is calculated via

state-of-the-art DFT codes. One such example is the full-potential linearised augmented plane

wave method (FLAPW), which was extended to the semi-infinite crystal in the works of Krasovskii

and Schattke [122, 123].

2.5.2.Attosecond streaking spectroscopy

In a conventional streak camera, used i.e. for the measurement of picosecond to nanosecond

fluorescence lifetimes, the light pulse under investigation releases electrons from a photocathode

via the photoelectric effect. These electrons are accelerated towards a phosphor screen and the

luminescence is detected on a conventional camera. A fast rising electrostatic field EAC , which

is synchronized to the laser pulse, is applied to the electrodes of a plate condensator oriented

perpendicular to the drift direction of the electrons, thus mapping the photoemission time of the

electron to the spatial deflection of its trajectory due to the Lorentz force

F (t) =
dp(t)

dt
= −e · EAC(t). (2.29)

In order to resolve the attosecond photoelectric effect itself a much faster streaking field must be

applied, which needs to be synchronized to the XUV pump field initiating the photoemission on

an attosecond time scale. Both requirements are fulfilled by the XUV and NIR fields generated

in and driving HHG, respectively. The so-called attosecond streak camera was proposed by

Itatani et al. [124] and realized experimentally by Kienberger et al. [11].

In the following a concise description of the semi-classical and quantum-mechanical formalism

of attosecond streaking, following the outline in [36], will be provided. In both cases, two

approximations need to be applied in order to obtain an analytic solution. First, the action of the

electrostatic potential of the residual ion on the ionized electron is neglected. This is commonly

referred to as strong field approximation (SFA). Second, we assume that no rearrangement of

the electronic charge density in the residual ion takes place, which is referred to as single active

electron approximation (SAE).

Semi-classical formalism

In the semi-classical formalism of streaking, sometimes deemed two-step model, the single-

photon ionization and the undulation of the electrons in the NIR streaking are separated. The

motion of the electron in the laser field is treated as classical trajectory. This approach is a

good approximation for XUV pulses much shorter than the half-cycle period of the laser field

[125, 124].

Single photon ionization of the sample in the XUV field ~EX(t) initiates the streaking process. The
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transition amplitude between the bound and excited states can be calculated with Fermi’s golden

rule in first order perturbation theory (see equation 2.23). The photoelectron is excited from

the initial bound state with binding energy Ebin and appears in the continuum with momentum

p0 =
√

2me (h̄ωX − Ebin − Φ) at the time −∆t + τ w.r.t. to the NIR streaking field (βL = 0)

and is subsequently accelerated therein (see figure 10a)

d~p(t)

dt
= −e · ~EL(t) = −e · ~ezE0(t) · cos(wLt+ φCE). (2.30)

The final momentum shift of the electron follows as

∆~p = −
∫ ∞
−∆t+τ

dt e · ~EL(t) = −e · ~AL(t), (2.31)

and is parallel to the polarization of the laser field. The final kinetic energy, which is measured in

the electron analyser, thus depends not only on the timing and strength of the NIR streaking

field but also on the alignment angle θ of its polarization w.r.t. the axis of the electron analyser
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(see figure 10b)

p2 = p2
0 −∆p2 + 2 |p0| · |∆p| cos θ. (2.32)

The kinetic energy Ef recorded in the electron spectrometer follows directly as

Ef (τ) = E0,f +2Up(τ)·cos 2θ ·sin2(wLτ+φCE)+
√

8E0UP (τ)·cos θ ·sin(wLτ+φCE) (2.33)

For parallel polarization cos θ = cos 2θ = 1 and for weak streaking fields E0 >> UP , kinetic

energy modulation proportional to the amplitude of the vector potential of the NIR streaking

field is observed. For perpendicular polarization cos θ = 0, cos 2θ = 1, the electrons are mostly

retarded by the streaking field. The spectral position and bandwidth of the photoemission is

modulated at twice the laser frequency (see figure 10 c,d,e) because of the symmetry of the

streaking field w.r.t. to the detector axis.

Quantum-mechanical formalism

In the quantum mechanical formalism both the XUV and NIR fields contribute to the transition

matrix element from an initial bound state i with binding energy Ei < 0 to a free-electron final

state of momentum p, directly. The Hamiltonian describing the attosecond streaking experiment

performed on isolated hydrogen atoms is formulated as follows [126]

ih̄
∂

∂t
Ψ(~r, t) = −

(
h̄2

2me
∇2 +

e2

4πε0

1

r

)
Ψ(~r, t) + ~r · (EL(~r, t; τ) + EX(~r, t)) Ψ(~r, t) (2.34)

Applying the SFA and neglecting the interaction of the electron with the parent ion allows

the continuum of scattering final-states to be replaced by their laser-dressed plane-wave

counterparts, referred to as Volkov states. Time-dependent quantum-mechanical transition

amplitudes are calculated directly [126, 127, 128]

ai(p, τ) =
1

ih̄

∫ ∞
−∞

dt d(p− eAL(t)) · EX(t− τ) · e−iΦV (t;p), (2.35)

wherein d(p−eAL(t)) = 〈p− eAL(t)| x̂ |i〉 denotes the dipole transition matrix element between

the initial state and the Volkov state. The Volkov phase ΦV (t; p) carrying the interaction of the

free electron with the laser field is calculated as

ΦV (t; p) =
1

2meh̄

∫ ∞
t

dt′
(
p− eAL(t′)

)2
. (2.36)

The photocurrent follows as I(p, τ) =
∑

i |ai(p, τ)|2 for fully incoherent emission and I(p, τ) =

|
∑

i ai(p, τ)|2 for fully coherent emission from overlapping initial states i. Example spectrograms

for different values of the pulse duration τX and XUV chirp βX are depicted in figure 11 for

atomic hydrogen. Finite chirp of the XUV pulse imparts a modulation of the energy width of

the detected electrons at the NIR fundamental frequency during temporal overlap, due to the

parallel and anti-parallel alignment of the time-dependent XUV frequency and the NIR induced
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momentum shift.
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Figure 11 Streaking spectrograms calculated with the quantum mechanical formalism (no CMA) for the hydrogen atom for different
XUV pulses with central energy 135 eV. a) Spectral FWHM ∆ω = 5 eV, spectral chirp βω = 0 as/eV, b) ∆ω = 1.25 eV,
βω = 0 as/eV, c) ∆ω = 5 eV, βω = 10 as/eV d) ∆ω = 5 eV, βω = −10 as/eV.

2.5.3.Reconstruction of attosecond bursts by interference of
two-photon transitions

Recently, it came to fruition that not only isolated attosecond pulses but also attosecond pulse

trains [8, 129, 130] are viable options for attosecond chronoscopy measurements [21, 26].

The measurement method is dubbed reconstruction of attosecond bursts by interference of

two photon transitions (RABITT) and is schematically outlined in figure 12. As in attosecond

streaking the time-delay τ between the XUV pulse train and the generating NIR driver field is

scanned and stabilized with attosecond precision. During temporal overlap of the XUV and

NIR fields, sidebands at the position of even-order harmonics appear in the photoelectron

spectrum, which are absent in the XUV spectrum. These sidebands originate from the coherent

superposition of two-photon transitions from neighbouring harmonics including absorption or

emission of one NIR photon. The sidebands are modulated at twice the laser frequency and

the photoemission time-delay can be extracted from the phase of these modulations using a

suitable reference [131].

The most prominent advantage of RABITT is the gain in spectral resolution upon utilization of

long trains of attosecond pulses (see figure 12 c,d) generated by long IR driver pulses in suitable

phase-matching conditions. This allows to use closely spaced spectral lines as references in

attosecond chronoscopy experiments [28, 132, 133, 134, 135]. The advantage of the streaking

scheme on the other side is the availability of high-energy isolated attosecond pulses (≈ 100 eV)
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Figure 12 Schematic representation of the RABITT technique (a,c) and RABITT spectrograms calculated with the quantum
mechanical formalism for the hydrogen atom (b,d) for 8 fs NIR laser pulses (a,b) and 25 fs NIR laser pulses (c,d).

as compared to typical experiments with attosecond pulse trains (< 50 eV). Hence, it is possible

to use core level photoemission [12, 24] as references for attosecond chronoscopy and achieve

element-specific attosecond chronoscopy [35, 25]. Moreover, the maximum spectral bandwidth

of investigated features is limited in RABITT by the distance between adjacent harmonics

and evaluation of the photoelectron spectrum can be challenging, i.e. in liquid water [22].

The two methods must thus be regarded as complementary in their respective applicability in

condensed-matter attosecond chronoscopy.

2.6. Experimental setup

The solid-state attosecond chronoscopy experiments rely on the combination of high-harmonic

generation and attosecond pulse generation, an attosecond interferometer and an ultra-high

vacuum (UHV) surface science end-station for sample preparation. As to avoid possible

contamination of the surface, which could falsify the observed attosecond delays [35], the

pressure should be kept below 10−10 mbar during measurements. An overview schematic of

29



2 Attosecond solid state photoemission chronoscopy

the attosecond chronoscopy experiment is depicted in figure 13.

Photoelectron time-of-flight
spectrometer 
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~400 μJ, 4 fs, 750nm
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Piezo controlled 
double-mirror
delay unit 

Attosecond pulse train with
precisely timed IR driver field

Re�ectivity

Isolated attosecond pulse 
with variable delay

t

tE
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Figure 13 Overview schematics of a solid state attosecond streaking experiment.

2.6.1.Laser systems

The generation of single isolated attosecond pulses necessitates the generation of intense

sub-two cycle NIR laser pulses. This challenging task is most readily achieved utilizing a

combination of Ti:Sa lasers and the techniques of chirped-pulse amplification (CPA) [136] and

spectral broadening in a gas filled capillary [82, 83]. The experiments presented in this thesis

have been performed on three different laser systems henceforth referred to as FP2old, FP2new

and FP3.

Front-end of laser system

The front-end of the laser systems is depicted in figure 14. The laser-system is driven by a

commercial passively modelocked Ti:Sa oscillator (Femtolasers Rainbow) capable of generating

6 fs, 6 nJ light pulses at a repetition rate frep of 73 MHz (FP2Old) or 78 MHz (FP3, FP2New) [137,

138]. The spectrum of the oscillator spans from 650 nm to 950 nm at 10% maximum intensity. The

laser output is focused into a magnesium-oxide doped periodically-poled lithium-niobate crystal

(PPLN) for difference frequency generation and spectral broadening. A dichroic beamsplitter

isolates the infrared part of this broadened spectrum, which is further bandpass filtered and

focused onto an avalanche photodiode for measurement of the carrier-envelope-offset frequency

fceo. In order to avoid detrimental nonlinear optical effects as well as optical damage, the

oscillator pulses are subsequently stretched by chromatic dispersion in a SF57 glass block

to about 15 ps. Higher orders of the dispersion are adjusted for either by specially designed
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Figure 14 a) Laser system front end of FP2old and FP3 system with CEP feedback stabilization scheme. b) Front-end of FP2new
laser system with feed-forward stabilization scheme.

chirped mirrors (TOD) (FP2old) [139, 12] or via insertion of an acousto-optic programmable

dispersive filter (AOPDF) [140] into the beam path after the first 4 passes through the amplifier

crystal (FP2new, FP3). A Faraday isolator in the beampath prevents spurious back-reflections

of amplified pulses into the oscillator.

The pulse energy delivered by the oscillator is insufficient for XUV attosecond generation, but

is amplified by several orders of magnitude in a subsequent multipass amplifier (Femtopower

HR compact Pro) [141, 142] pumped by a neodymium-doped yttrium lithium fluoride (Nd:YLF)

laser at 527nm and 20W average power in dual pass geometry. The pump energy is released in

form of 150 ns pulses with a repetition rate of 3 kHz (FP2old, FP2new) or 4 kHz, respectively. A

second Ti:Sa crystal is cooled to −70◦C in a vacuum chamber for more efficient heat extraction

and prevention of thermal lensing effects. After four passes through the amplifier medium the

pulse repetition rate is reduced from 78 MHz to 3(4) kHz (FP3) by means of a pulse-picker (PC).

The pulse picker is electronically synchronized to the oscillator pulse repetition rate. The isolated

pulse is further amplified by five more passes through the amplifier medium. The spectral

bandwidth is reduced during amplification due to the gain narrowing effect, wherein the spectral

bandwidth of the signal is reduced by repeated multiplication with the peaked gain profile of

the amplifier medium [143]. The reduction in bandwidth is inexplicably linked to an increase in

best achievable pulse duration. The gain narrowing is partially compensated via dielectric filters

(FP2old) [144, 141] or the AOPDF [145] (FP2new, FP3), respectively.

In the FP3 system, further pulse energy enhancement is provided by a second multipass

amplifier operated at −210◦C and pumped with 50 W from a frequency doubled Nd:YAG laser at

532 nm in single pass geometry [146].

The pulses are subsequently compressed close to their respective Fourier-limit of 21 fs by
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PCM

PC

SF 57

(*)

TOD 

Ti:Sa ~190K

to HCF
1 mJ, 3 kHz
23 fs

1.2 mJ, 3 kHz
15 ps

from Oscillator 
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Figure 15 Schematics of the FP2 chirped pulse amplifier system. Top: Multipass amplifier with pockels cell (PC). Bottom: Hybrid
compressor with fused silica prisms and positive dispersive mirrors (PCM). (*) Up to this point the FP3 system and the FP2 system
are setup similar.

(*)

Ti:Sa ~30K

to HCF
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3 mJ, 4 kHz
15 ps

Figure 16 Sketch of the second amplifier, reflective periscope and transmission grating compressor stages of the FP3 laser
system. (*) Up to this point the FP3 system and the FP2old system are set up similar.

means of an prism-chirped mirror hybrid compressor [147, 12] (FP2old) or a transmission

grating compressor [148] (FP2new, FP3). The final pulse energies after compression are 1.2 mJ
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(FP2old, FP2new) and 3 mJ (FP3), respectively. The temporal properties of the laser pulse

compression are monitored by SHG-FROG, which is depicted in figure 17 (see appendix D) for

the case of the FP2old system. The retrieved full-width half-maximum (FWHM) pulse duration is

25 fs.
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Figure 17 a) Spectrum of Femtopower CPA without dielectric filter (blue) and with dielectric filter (red) to counter gain narrowing
effect. b) Pulse envelope intensity E0(t) (red) and temporal phase φ(t)(green) retrieved with the iPIE algorithm. c) Measured
SHG FROG spectrogram. d) Reconstructed SHG FROG spectrogram.

Hollow core fiber and chirped mirror compression

The state-of-the-art spectral bandwidth and pulse duration of Ti:Sa multipass systems are

insufficient for isolated attosecond pulse generation. Hence, external spectral broadening

and compression must be achieved if few-cycle light pulses are to be generated. The most

established technique in the field of attosecond science is the spectral broadening by means of

self-phase modulation and self-steepening of the laser pulse in a neon gas-filled glass capillary

[82, 83]. The instantaneous third-order nonlinear electronic response of the gas, called the

Kerr-effect
~P ( ~E) = ε0χ1 · ~E + ε0χ

〈3〉 · ~E · ~E · ~E, (2.37)

wherein χ〈3〉(ω) = 4/3 · ε0cn2
0n2 denotes the nonlinear susceptibility and n0 and n2 denote the

linear and nonlinear refractive indices [149] of the medium, respectively. Optical waveguiding in

the hollow-core glass capillary [150] increases the nonlinear interaction length by three orders of

magnitude. The hollow core fiber is encased in a vacuum tube, which is filled with neon gas and

the beam enters and exits the tube through thin fused silica windows, mounted at Brewster’s

angle. For higher input pulse energies, such as the FP3 system, it is advantageous to implement

a dual differential pumping scheme, wherein gas is supplied through a small opening in the

middle of the fiber and removed from both ends of the fiber. Detrimental optical filamentation at
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both the fiber input and exit apertures is thus avoided altogether.
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to experiment
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Figure 18 Sketch of the spectral broadening and temporal compression stages. The laser pulse is coupled into the hollow
core fiber controlled and stabilized by commercial beam stabilization unit utilizing position sensitive four-quadrant diodes (PSD).
New spectral components are created via SPM and self-steepening resulting in a sharkfin-like pulse envelope. The broadened
spectrum is compressed in a double-angle negative chirped mirror compressor.

The positive dispersion of the neon, air and fused silica in the beam path are subsequently

compensated for in a broadband negative chirped-mirror compressor [142]. The final compres-

sion is achieved in a pair of fused silica wedges mounted in vacuum on a motorized translation

stage. The temporal structure of the pulses is measured using TG-FROG (see appendix D) and

depicted in figure 19, revealing a FWHM pulse duration of 3.4 fs, which corresponds to less than

1.5 cycles of the optical carrier wave.
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Figure 19 a) Output spectra from the hollow core fiber filled with 1.6 bar (blue), 1.8 bar (red), 2.0 bar (green) and 2.2 bar (purple)
Neon gas. b) b) Pulse envelope intensity E0(t) (solid red), gate G(t) (dashed red) and temporal phase φ(t) (green) retrieved
with the iPIE algorithm. c) Measured TG FROG spectrogram. d) Reconstructed TG-FROG spectrogram.
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Carrier-envelope phase stabilization

The periodic pulse train emitted by the mode-locked femtosecond oscillator in the time domain

constitutes a so-called optical frequency comb in the frequency domain [87, 151]. The spectral

properties of an optical frequency comb can be found by Fourier transformation of the electric

field emitted by the mode-locked oscillator

EL(t) =
1

2

∞∑
n=−∞

E0(t− nT ) · e−iωL(t−nT )−in∆φCE + c.c., (2.38)

wherein E0 denotes the real envelope function of a single few-cycle pulse and T denotes the

12.8 fs period between two consecutive pulses. Because of the mismatch of the group-velocity

vg = (∂k/∂ω)−1 and the phase-velocity vc = k/ω during one round-trip of the pulse inside the

oscillator, the phase of the electric field of consecutive pulses is shifted w.r.t. to its envelope by

(see figure 20)

∆φCE =
2π

ωL

∫ Lcav

0

1

vg(z)
− 1

vp(z)
dz, (2.39)

wherein Lcav denotes the length of the cavity [152]. The spectral representation of the oscillator

field follows as

ẼL(ω) =
1

2

∞∑
n=−∞

e−in(ωT+∆φCE)

∫
dtE0(t)e−i(ω+ωL)t + c.c (2.40)

=
1

2

∞∑
n=−∞

e−in(ωT+∆φCE)
[
Ẽ0(ω − ωL) + Ẽ0(ω + ωL)

]
,

wherein Ẽ0(ω) denotes the Fourier transform of the envelope function of a single few-cycle

pulse. Finally, through application of the definition of the Dirac delta-function via the complex-

exponential, the frequency comb is unravelled

ẼL(ω) =
1

2

∞∑
n=−∞

δ

(
ω − n · 2π

T
+

∆φCE
T

)[
Ẽ0(ω − ωL) + Ẽ0(ω + ωL)

]
. (2.41)

The frequency comb consists of equally spaced and narrow linewidth laser lines at the comb

frequencies f = n · frep + fceo, with the repetition rate frep = 1/T and the carrier-envelope

offset frequency fceo = ∆φ · frep/2π, which both lie in the radio-frequency domain for state of

the art solid state laser oscillators. In practice, the linewidth of the individual comb lines is limited

by the technical noise of the laser as well as the so-called Schawlow-Townes linewidth. However

the finite broadening of each comb line does not influence the comb line spacing [153].

The measurement of fceo and φCE can be performed using perturbative or non-perturbative

nonlinear optics. In the former case parametric, i.e. energy-conserving, low-order optical

nonlinearities [85, 154] are utilized to create new frequency combs with differing integer or

fractional multiples of fceo. The case for second harmonic generation [86] (SHG) fceo(2ω) =
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Figure 20 a) Femtosecond pulse train emitted by the mode-locked oscillator at repetition rate frep = 78 MHz, corresponding to a
pulse period of 12.8 ns. The periodic phase slippage between the electric field (red line) and the pulse envelope (red shading) is
∆φCE is closely linked with the carrier-envelope-offset frequency fceo. The dotted line represents the electric field for fceo = 0.
b) Corresponding frequency spectrum of single femtosecond pulse (gray) and femtosecond pulse train emitted by the oscillator
(red). The dotted lines represent the underlying frequency comb and its continuation to the radio-frequency domain. Only the
positive frequency side of the spectrum is depicted.

2 · fceo and difference-frequency generation [155] (DFG) fceo(0ω) = 0 · fceo is illustrated in

figure 21. The use of the DFG scheme has several advantages, as the spectral broadening

process necessary to achieve spectral overlap between the fundamental and DFG spectra takes

place in the same PPLN crystal as the DFG. This allows a rugged common-path interferometer

design [155] and is used in all laser systems utilized for the experiments presented in this thesis.

Furthermore, measurement of the CEP can be achieved using directional multiphoton ionization

from isolated atoms [156, 157] or nonperturbative photocurrent generation from solid-state

targets [158, 159].
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Figure 21 Schematics of CEP measurements using the f-0·f and f-2·f interferometer techniques.

Three schemes for stabilization of fceo exist. First and foremost is the feedback-stabilization

scheme [160], wherein the measured fceo is compared to an integer fraction of frep in a digital

phase-detector and the generated error signal is stabilized by control of the oscillator pump

power or the Ti:Sa crystal temperature (FP2old,FP3). The pulse-picker inside the amplifier chain

is synchronized to select pulses with an integer multiple of the ratio frep/fceo in order to output

a pulse train with ∆φCE = 0. The second possibility is to directly use the fceo(0ω) = 0 · fceo
frequency comb generated in DFG for seeding of the amplifier [161]. This scheme however is

impractical for Ti:Sa lasers, because the stabilized output has a different frequency than the
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amplification gain spectrum. The third method is the so-called feed-forward stabilization scheme

[162, 163], wherein an acousto-optical crystal is excited by a strong radio frequency signal at

fceo. A beam with fceo = 0 emerges at the diffraction order −1 and is used to seed the amplifier

chain (FP3).

Furthermore, slow drifts of the CEP that accumulate during propagation of the beam through the

amplification, compression and nonlinear broadening stages [84, 164] need to be compensated.

This stabilization is achieved with a collinear f-2f interferometer, the precise setup of which is

described in [165]. The generated error signal is fed back to a piezoelectric translation stage

below either the second prism in the prism compressor (FP2old), or one of the SF57 glass

blocks in the pulse stretcher (FP2new, FP3).

2.6.2.Ultrahigh-vacuum beamline

The low absorption length of XUV radiation (few mm) as well as released photoelectrons in

air (few µm), necessitates a vacuum enclosure for the whole attosecond beamline from the

XUV generation to the sample surface. The main difficulty arises in removal of the gas used

for HHG, which enters the vacuum apparatus at pressures around 200 mbar. To this end, a

sophisticated multi-stage differential pumping scheme utilizing multiple turbomolecular drag

pumps is implemented in the attosecond beamline, allowing for a 13 orders-of-magnitude

reduction in pressure between the HHG volume and the sample surface. Maintaining UHV

conditions at the sample position is key in preventing contamination of the surface, which could

falsify the measured attosecond delays [35]. Furthermore, a bake-out of the UHV chambers is

necessary to remove adsorbed gasses (H2O, CO, CO2,CxHy) from the stainless steel chamber

walls. To this end, the experimental and preparation chambers are heated to 150◦C for 4 days.

A schematic of the vacuum enclosure as well as the NIR and XUV beam paths is depicted in

figure 22. A detailed description of the beamline and UHV apparatus as well as the alignment

procedure can be found in [166, 167] and [168, 35], respectively.

High harmonic generation chamber

The NIR beam enters the attosecond beamline through a fused silica window mounted at

Brewster’s angle to avoid reflection loss. A pair of fused silica wedges, with one mounted on

a stepper motor controlled linear translation stage, is traversed by the beam and utilized for

final temporal compression of the pulse. Mounting the final compression stage as close as

possible to the HHG target avoids radiation damage of the beam steering mirrors due to self

focusing [169]. The beam size and power are adjusted with an iris aperture and the beam is

subsequently focused into the HHG target. The folding and focusing mirrors are installed to

minimize the angle of incidence on the curved mirror in order to minimize astigmatism in the

laser focus, which is detrimental to both the achievable XUV flux and cut-off energies.
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Figure 22 a) Schematic illustration of the vacuum apparatus and the laser beam path in the UHV attosecond beamline. Adapted
from [35].

The HHG target is a gas-filled ceramic or stainless steel tube and mounted perpendicular

to the beam and the end is either pinched off (stainless steel) or sealed with vacuum epoxy

(ceramics). Pre-drilled holes allow the seamless transmission of the beam. The target is filled

with neon gas at pressures of 100 − 300 mbar, to achieve phase-matching of the creation of

XUV radiation at photon energies between 90 eV and 150 eV. The neon gas is continuously

supplied through the target and evacuated from the HHG chamber with a 600 l/s turbomolecular

drag pump. Furthermore, the chamber is outfitted for concurrent UV/XUV generation through

third harmonic generation in a second gas target [170]. However this functionality was not used

in the experiments presented in this thesis. To avoid excessive noble gas transmission into

the beamline and re-absorption of the XUV, a skimmer is placed approximately 30 mm behind

the target. The first differential pumping stage is placed directly behind the skimmer and is

evacuated with a 70 l/s turbomolecular drag pump.

Spectral and spatial filtering, XUV spectrometer

The first beamsplitter of the Mach-Zehnder type collinear interferometer is a circular thin metal

filter with radius 3.5 mm, which is aligned to the center of the copropgating NIR and XUV beams.

The filter material and thickness is chosen to transmit the radiation in the cut-off region of the XUV

spectrum (see section 2.3.3) and reflect and absorb the NIR field and low-order UV and XUV

harmonics, respectively. Typical filter thickness range from 150 nm to 1µm. For photon energies

below 115 eV most commonly a zirconium filter is used, whereas for higher energies a palladium

filter is preferable in order to create Gaussian pulses with vanishing low-energy pedestals. The

pellicle filter is glued on top of a nitrocellulose membrane or suspended from thin tungsten wires
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mounted on top of a 20µm thin glass plate with a central hole for transmission of the XUV. The

pellicle assembly is implemented to physically separate UHV part of the experimental apparatus

from the beamline.

Furthermore, a set of interchangeable filters are mounted on a magnetically coupled translation

feedthrough. Zr and Pd filters allow the blocking of the NIR beam during imaging and spectral

characterization of the XUV mode. Aluminium (Al) and silicon (Si) filters are introduced for

their sharp L2 absorption edges at 72.8 eV and 100 eV, which can be used for calibration of

the energy scale. An additional 500 nm Zr foil can be introduced in the beam path to prevent

damaging of the Si filter as well as further reduce XUV flux for calibration. The transmission

curves of the filter foils are depicted in figure 5 b. The filters also introduce negative chirp into the

XUV beam and compensate for the positive chirp of short-trajectory harmonics [130, 74, 171].

A gold pick-off mirror can be inserted at grazing incidence to reflect the beam onto a gold-

coated flat-field grating [172, 173], which disperses the beam onto a backside-polished charge-

coupled-device camera (CCD), which is sensitive to the XUV radiation and vacuum-sealed, for

spectroscopic analysis of the generated XUV radiation. Lastly, a second differential pumping

stage consisting of a small vacuum chamber and a 400 l/s turbomolecular drag pump is used to

pump residual gas passing past the pellicle assembly.

Experimental chamber

The beam-combiner of the collinear interferometer is a concentric two-component focusing

mirror, which is cut from a single super-polished mirror substrate with radius of curvature −25

cm. The inner part of this mirror has a diameter of 5 mm and is coated with a multilayer coating

optimized for XUV reflection. The design of the multilayer is adjusted to the central energy

and bandwidth required in the chronoscopy experiments [93, 174]. The outer mirror is either

coated with a silver coating (R = 96%) for maximum NIR intensity in the experiment, or with

a thin boron carbide layer (R = 10%) for reduced NIR intensity on samples prone to radiation

induced damage and ablation. The mirrors are mounted on a double mirror mount, which allows

independent beam steering for both mirrors. The distance between the mirror front faces is

adjusted with a piezo delay stage with active capacitance feedback stabilization for attosecond

control of the relative XUV-NIR time delay ∆t. The whole double mirror assembly is mounted

on a CF 250 flange, which is retractable from the experimental chamber and can be separated

from the vacuum system with a gate valve. Thus the double mirror can be extracted from the

chamber for exchange and bake-out of the temperature sensitive XUV multilayer coatings and

piezo stages.

For photoelectron detection a commercial time-of-flight (TOF) spectrometer with differential

pumping is installed, allowing both gas-phase as well as solid state experiments to be performed.

All attosecond photoelectron spectroscopy measurements presented in this thesis are performed
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with the TOF spectrometer and the conversion from electron flight times to kinetic energies is

explained in some detail in appendix A. Furthermore, a hemisperical electron analyser for angle-

resolved photoemission experiments is installed. Both electron spectrometers are mounted

on a rotational section of the experimental chamber in order to adjust the angle between the

XUV beam and the electron spectrometer as well as to interchange the TOF and hemispherical

analysers depending on the experimental requirements. A mass spectrometer allows residual

gas analysis and quick in-situ leak detection. For gas phase streaking experiments a small gas

nozzle is mounted to the fixed part of the experimental chamber. The gas nozzle is made from a

glass capillary, which is coated with graphite to avoid electrostatic charging.

A dual-anode X-ray source for generation of Mg Kα (1253 eV) and Al Kα (1486 eV) radiation,

which in conjunction with the hemispherical can be used for chemical analysis of samples and

surfaces through core-level photoemission spectroscopy (ESCA). Especially the 1s core levels

of oxygen (532 eV) nitrogen (400 eV) and carbon (285 eV) are analysed to determine surface

contamination.

Lastly, an assembly consisting of a double micro-channel-plate (MCP) in chevron geometry

with a caesium iodide coating for enhanced XUV sensitivity, and a phosphor screen on the rear

side of the detector, is installed for detection of the XUV flux and mode. The spatial distribution

of the XUV radiation is converted into electrons in the MCP, which in turn excite green light

fluorescence on the phosphor screen to be detected with a CCD camera positioned outside

vacuum.

Preparation chamber

The preparation of well defined single crystal surfaces is performed in a designated cylindrical

vacuum vessel connected to the main experimental chamber via an all-metal gate valve. The

front flange is again a rotational flange with the sample mounted on top of a helium continuous

flow cryostat capable of cooling down to about 20 K. Furthermore, an electron bombardment

heating system is installed on the sample holder allowing heating of single crystals to beyond

2400 K. The sample temperature is monitored by a thermocouple directly spot welded to the

edge of the crystal. C-type thermocouples are used for tungsten crystals, K-type thermocouples

otherwise.

The sample manipulator is mounted off-center on the front flange so the sample can be brought in

front of the different preparation instruments located on the mantle of the chamber. Furthermore,

the manipulator can be translated in all three axes with stepper motors located outside of the

vacuum and the sample arm can be rotated around its axis with a DC motor. The positions

of all stepper motors are read out with position retaining linear scales with 5µm precision. A

separately pumped load-lock system allows fast sample exchange.
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For sputtering and oxygen cycling a commercial sputter gun and a gas dosing valve are attached

to the chamber. Furthermore, thin films can be grown on top of the sample with several thermal

evaporators, which can be attached to the camber via two designated UHV gate valves. A

second mass spectrometer is installed in the preparation chamber for residual gas analysis.

Lastly, an commercial low-energy electron diffraction (LEED) system is installed in the prepa-

ration chamber, which allows to investigate the crystal symmetry and surface flatness of the

prepared surfaces.
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Attosecond chronoscopy of simple metals
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Attosecond chronoscopy of simple metals

3.1. Introduction and statement of contributions

As already outlined in the introduction, the technique of photoemission chronoscopy was first

introduced in a seminal paper by Cavalieri et al. [12], who performed attosecond streaking

spectroscopy and showed the photoemission at 91 eV from tungsten 4f core levels to be delayed

by 110± 70 as w.r.t. the photoemission from valence and conduction bands. This result inspired

a plethora of theoretical and numerical studies proposing different microscopical mechanisms for

the aforementioned time delay [96, 97, 98, 99, 175, 176, 101, 177, 178]. However, systematic

investigations of the applicability of such models were not possible at the time because of

the limited availability of further experimental data. One difficulty recognized early was the

complexity of the electronic structure of the transition metal tungsten, which is composed of 74

electrons per atom. Thus, experiments of the much simpler alkaline earth metal magnesium

(Mg), which is only contributing 12 electrons per atom and unit cell, were conducted at photon

energy 117.5 eV, which revealed a very small time delay of 5± 20 as between the photoemission

from valence and conduction band electrons and 2p core levels [24].

More recently, much interest has been given to the question of the relationship of photoemission

from surface and bulk electronic states and their respective mean depth of origin within the

crystal. Using the RABITT technique, Tao et al. [28] measured photoemission time delays up

to 240 as between the 3d sub-levels of the valence band from transition metals and attributed

this observation to different lifetimes of the high-energy conduction band states constituting the

photoemission final-state. These lifetimes effectively represent the different inelastic scattering

cross-sections of electrons in high-energy conduction band states [29]. However, they could not

conclusively solve the question whether and how the ballistic transport and mean-escape path

are affected from the photoemission resonance. Progress in this direction has been reported

by L. Kasmi et al. [33], who investigated low-energy time delays of the copper d-band against

an external argon reference and found time delays greater than the time delay expected from

free electron propagation for some but not all photon energies, which was attributed to the

high-energy band structure with a model based on the bulk band structure of copper. Such

models however exclude surfaces states and surface resonances altogether and are incapable

of accounting for the transition matrix elements between the initial and final states and inelastic

and elastic scattering.

In this chapter energy-dependent attosecond streaking spectroscopy is demonstrated on the

Mg(0001) surface to show the profound interplay between the electronic structure of the material

and the observed attosecond delay. The experimental results are compared to semi-classical
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and quantum-mechanical modelling. The attosecond streaking spectroscopy and angle-resolved

photoemission experiments presented in this chapter have been performed in collaboration with

Martin Schäffer, Maximilian Schnitzenbaumer, Dionysios Potamianos and Marcus Ossiander.

The experiments were supervised by Prof. Reinhard Kienberger and Prof. Peter Feulner and

carried out at the AS-3 beamline at Max-Plank Institute for Quantum Optics. The Gaussian

fitting algorithm used for delay and chirp retrieval of both the experimental and numerical

streaking spectrograms was implemented by Marcus Ossiander and adjusted for the magnesium

experimental and numerical data by the author. The synchrotron measurements have been

performed by Dr. Stefan Neppl and Prof. Peter Feulner at Bessy in 2010. They have been

re-evaluated by the author and are included in this thesis in order to give a complete picture of

the resonant and non-resonant photoemission experiment. Data evaluation and semiclassical

calculations were performed by the author in part using projected inverse LEED states provided

by Prof. Eugene Krasovskii from the Universidad del Pais Vasco/Eusakal Herriko Unibertsitaetea

in San Sebastian. The implementation of the Full-Penn algorithm, necessary for determination

of the inelastic mean free path was done by Christian Schröder. The quantum-mechanical

calculations were performed by Prof. Andrey Kazansky also from the Universidad del Pais

Vasco/Eusakal Herriko Unibertsitaetea with input from the semiclassical simulations.

3.2. The Magnesium (0001) surface, properties and
preparation

The alkaline earth metal magnesium with atomic number 12, crystallizes in the hexagonal-close

packed (hcp) geometry (see figure 23 a). The lattice vectors are |~a1| = |~a2| = 3.21 Å and

|~a3| = 5.21 Å, respectively. The (0001) surface of the crystal is oriented parallel to ~a3 and

perpendicular to the hexagonal planes. The corresponding surface Brillouin zone is similar to

the Γ−M −K plane of the volume Brilloin zone (see figure 23 b).

Pristine single crystalline surfaces of magnesium crystals for photoemission experiments can

be produced by cutting, polishing and cleaning of large single crystal samples [179, 118]. This

option is traditionally employed for noble and transition metals, which can be heated to high-

temperatures in order to evaporate residual adsorbates from the surface. However, the process

requires several hours and cycles of sputtering and thermal annealing. A preparation procedure

more suitable towards the repetitive task of measuring attosecond streaking spectrograms with

combined statistics in the 10 as range, is the thermal evaporation of magnesium thin films on

tungsten host crystals [180]. The low relative lattice mismatch (aMg − aW) /aMg = 1.4 % between

the Mg(0001) plane of and the W(110) surface leads to smooth layer-by-layer growth without

formation of three dimensional islands [181] even for film thickness beyond 60 monolayers

[180].
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Figure 23 a) Real space magnesium crystal structure. Grey balls represent individual magnesium atoms. ~a1,2,3 are the lattice
vectors spanning the unit cell of the hcp grid. b) First Brillouin Zone of the reciprocal lattice of the magnesium crystal. ~b1,2,3 are
reciprocal lattice vectors. The red line marks the Γ-A direction, which corresponds to normal emission from the (0001) surface.
The surface Brillouin zone associated with the (0001) surface is constructed from the Γ−M and the Γ−K vectors.

The preparation of the tungsten host crystal is presented in section 4.2. The magnesium film

is evaporated from a well-outgassed tantalum crucible at a temperature of 400◦C for at least

five minutes. The approximate growth speed is 7 layers per minute. The sample is held at

room temperature during the evaporation. Subsequently, the film is annealed at about 200◦C

for 3 minutes while the sample is transferred from the preparation chamber to the experimental

chamber. The surface structure is monitored with LEED (see figure 24 b,c,d). The annealing

step greatly improves the surface quality of the sample. The final thickness of the film is about

30 atomic layers, which is enough to describe both the core levels, as well as the valence and

conduction band states as bulk magnesium-like [181, 180].

Figure 24 a) shows an X-ray photoemission spectrum (Bessy 2010) of magnesium recorded

with synchrotron radiation tuned to 700 eV photon energy. The absence of 1s core-level

photoemission from oxygen (532 eV) and carbon (285 eV) shows the high degree of surface

cleanliness achieved with this preparation technique [35]. The surface cleanliness is sustained

by frequent re-preparation of the magnesium thin film at least every 90 minutes during attosecond

streaking and high-resolution photoemission measurements. The underlying tungsten surface is

cleaned and prepared according to the process described in section 4.2 once at the beginning

of each day of measurements.
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Figure 24 a) XPS of the Mg(0001) surface grown on top of W(110) with synchrotron radiation at 700 eV. The inset highlights
the valence and conduction band region. Adapted from [35]. b) LEED pattern of the Mg(0001) surface measured directly after
evaporation. Hexagonal LEED pattern is superimposed with amorphous background diffraction from the rough surface. Adapted
from [35]. c) LEED pattern after annealing to 250◦C. A superstructure indicative of the formation of stripe superstructure for
ultrathin magnesium films on W(110) is observed due to excessive evaporation of magnesium during thermal annealing process.
d) LEED pattern after annealing to 200◦C. The sharp hexagonal diffraction pattern implies high degree of and surface flatness
and regularity.

3.3. Energy-, angle-, and time-resolved
photoemission from Mg(0001)

The band structure of the Mg(0001) surface has been extensively studied both theoretically

[182, 183, 184] and experimentally [118, 180]. Measurements of the photoelectron spectrum of

the Mg(0001) surface have been performed by Bartynski et al. [118] up to photon energies of

115 eV, revealing a peculiar resonant enhancement of the surface state photoemission at 45 eV

and parabolic resonant emission bands centered at photon energies 20 eV and 95 eV. Further

surface state resonances and parabolic bands have been observed for the (111) surface of the

free-electron metal aluminium up to photon energies of 700 eV [185] and thus are expected for

the Mg(0001) surface as well. Around the Γ-point, the band structure is dominated by parabolic

free-electron states characteristic of simple metals such as light alkali and earth alkali metals.

For the Mg(0001) surface the parabolic dispersion is isotropic around the Γ-point, because of

the perfect hexagonal symmetry of the (0001) surface of the hcp crystal lattice.
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3 Attosecond chronoscopy of simple metals

In order to investigate the influence of the band structure on the photoemission process, the study

of energy-dependent and time-resolved photoemission is performed. The attosecond streaking

technique utilized for photoelectron chronoscopy notoriously suffers from poor spectral-energy

resolution because of the multi-eV bandwidth of isolated attosecond pulses. Further detail

on the spectrum of initial states and photoemission matrix elements can be found from

high-resolution synchrotron photoelectron spectroscopy measurements, which can be correlated

with attosecond photoemission time delays to disentangle the complicated photoemission

process. Motorized grating monochromators allow the smooth variation and precise selection

of narrowband XUV and soft X-ray radiation from a broadband undulator source. The first

resonance of the surface state photoemission at 45 eV eludes the attosecond streaking

technique, because a reference core level for photoemission delay comparison is lacking

at such low energies. A suitable workaround would be the adsorption of monolayers of Neon

or Helium, but at the cost of the added complexity of generating isolated attosecond pulses

at lower energy [57, 186]. The second surface resonance at 135 eV, however is suitable for

relative delay measurement w.r.t. the photoemission from the Mg 2p core level. To this end,

photoemission experiments with synchrotron radiation have been performed at the undulator

beamline U49/2-PGM1 at BESSY-II [35, 187] up to photon energies of 500 eV in order to

characterize higher order resonances of the surface state photoemission (see figure 25).

Consecutive resonant photoemission from the surface state and Fermi edge states is observed

at photon energies of 135 eV, 265 eV and 450 eV along with the characteristic parabolic

resonant enhancement bands spanning the whole valence band. The synchrotron photoemission

spectrogram can be well understood in the framework of the one-step photoemission theory

[188]. However, the one-step theory of photoemission was developed for long excitation pulses

and is generally believed to not be applicable for attosecond photoemission chronoscopy at

high energies. A direct integration of the Kohn-Sham equations in three dimensions for short

excitation pulses and a multitude of time delays for each numerical calculation of an attosecond

streaking is hitherto not computationally feasible.

A graphic representation of the attosecond chronoscopy principle and the investigated electronic

structure of the combined valence and conduction band and the Mg 2p core level is depicted in

figure 26 a. The geometry of sample, electron TOF spectrometer and XUV and NIR beams in

the streaking measurement setting is drawn in figure 26 c. The copropagating NIR and XUV

beams impinge on the sample at 75◦ angle-of-incidence and generated photoelectrons are

detected along the surface normal.

In order to investigate the manifestation of the material band structure for photoemission

with isolated attosecond pulses, angle and excitation energy-dependent measurements of the

photoemission in the valence band region of Mg(0001) have been performed. The emission

angle was systematically varied by rotating the sample under the TOF spectrometer. Each
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Figure 25 Left: Photoemission intensity from Mg(0001) in normal emission after Shirley background subtraction. Coloured lines
mark energy ranges of lineouts along the photon energy (vertical) and binding energy (horizontal) axes. The parabolic bands
correspond to higher orders of resonant bulk photoemission. Enhancement at binding energy EB = −1.7 eV corresponds to
emission from the Shockley-type surface state (SS) of Mg(0001). The total valence band photocurrent is normalized at each
photon energy. Right: Fraction of photocurrent originating from surface states (green) and bottom of valence band states (orange).
Bottom: Photoelectron spectra at photon energy Eh̄ω = 99 eV (blue), 135 eV (red), 199 eV (green), 265 eV (orange).

valence band spectrum is divided by the total photocurrent of its respective 2p core level

spectrogram, in order to cancel the geometric increase of the photocurrent with increasingly

grazing incidence of the XUV radiation on the surface. No background subtraction has been

applied. The valence band spectra resulting from this normalization procedure for normal

emission and for photon energies of 110.1 eV, 124.4 eV and 133.7 eV are depicted in figure

27.

The fitted positions of the surface normal are 250.3◦, 249.3◦ and 247.8◦ for photon energies

133.7 eV, 124.4 eV and 110.1 eV, respectively. The Γ-point of the surface Brillouin zone can

be clearly identified at all three photon energies. Both an increase of the photocurrent and its

enhancement around the Γ-point (k|| = 0) is observed as the excitation energy approaches the

2nd resonance at 135 eV. For comparison, ARPES with synchrotron radiation was performed to

confirm the dispersion of the Γ4 surface state (see Figure 27). The obtained dispersion curve is

EB(Γ4) = −1.65 eV + k2
|| · 3.7 Å

2 · eV (3.1)

in agreement with [180]. Furthermore, the spectral weight in the valence band region is shifted
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Figure 26 a) Schematics of the attosecond chronoscopy experiment on Mg(0001). Effective one-electron potentials (solid lines)
and charge densities (dotted lines) of valence band (blue) and 2p core level (green). Arrows denote photoexcitation into the
photoemission final state. b) Streaking spectrogram from Mg(0001) recorded with isolated attosecond pulse centered at 124.4 eV.
The photoemission from the Mg 2p core level and the Mg VB are observed at kinetic energies 72.5 eV and 120 eV, respectively.
The relative time delay of photoemission ∆τ is extracted from the spectrogram. c) Geometry of the sample and XUV (purple) and
NIR (red) beams. ∆θ denotes the cone angle of acceptance of the TOF spectrometer.

towards the Fermi energy in accordance with the synchrotron result (see Figure 25). This result

clearly demonstrates the strong influence of the material band structure on the high energy

photoemission process even with attosecond pulses. Because only one of the two angles

between the surface normal and the TOF axis can be smoothly rotated inside the experimental

chamber, the second angle of the surface normal w.r.t. the TOF spectrometer is aligned visually

by approaching the sample to the spectrometer entrance aperture very close without touching

it. A flexible TOF mount allows tilting of both angles of the connecting flange around the TOF

axis up to ±2◦. The resulting angular deviation from surface normal is estimated to be below

0.5◦, which is much smaller than the cone angle of acceptance of the TOF spectrometer. The

geometric acceptance cone angle of the electron detection of the TOF spectrometer is ±2◦. The

precision of the orientation of the crystal axis w.r.t to the polished surface is specified by the

manufacturer to be better than ±0.5◦.

After determination of the surface normal, attosecond streaking spectrograms are recorded by

superimposing both the XUV and NIR beams on the Mg(0001) surfaces. Typical spectrograms

are recorded with 100-200 as equidistant resolution on a 7-10 fs temporal range. It shall
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Figure 27 Angle-dependent photoemission from Mg(0001) surfaces measured with attosecond pulses at central photon energies
110.1 eV (green), 124.4eV (red), 133.7eV (blue) and 145 eV (orange). a) Photoemission spectra recorded for different angles
and normalized to the respective photoemission strength from the 2p core level ignoring the plasmon satellites. The angles are
converted to corresponding surface-parallel momenta k|| (see equation 2.19). b) Surface state dispersion from ARPES with
synchrotron radiation at 130 eV c) Photoemission spectra for normal photoemission k‖ = 0. d) Momentum-dependent integrated
photocurrents from a).

be noted that the determination of attosecond delay times does not necessitate a temporal

range exceeding the pulse duration, because the interaction of the released electron and the

field is similar for both the core level photoelectron and the valence band electron. Example

spectrograms at all relevant central photon energies are depicted in figure 28 for the case of

narrow cone photoemission (±2◦).
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Figure 28 Attosecond streaking spectrograms of narrow cone photoemission measured at central photon energies 110.1 eV (a),
124.4 eV (b), 133.7 eV (c), 145.0 eV (d) . Valence band sections amplified for clarity. Amplification factor noted in top right of
spectrogram.

Furthermore, a second set of streaking spectrograms with activated electrostatic Einzel lens

was recorded and example spectrograms are depicted in figure 29. The activation of the

electrostatic lens increases the acceptance cone angle of the detection electronics up to ±22◦,

which corresponds to the surface parallel momentum of the Γ-point in the second Brillouin zone

[180]. Thus, photoemission from initial states along the full first-order Brillouin zone is expected

to contribute to the spectral intensity and attosecond time delays.

Because photoemission time delays are somewhat susceptible to the introduction of systematic

errors, a multitude of photoemission time delay retrieval algorithms and background subtraction

methods were used in the evaluations of the obtained time-resolved photoemission spectrograms.

The corresponding algorithms are explained in detail in appendix E. The algorithms denoted

TDSE and DIFF, rely on the strong-field solution of the time-dependent Schrödinger equation and

incoherent superposition of Gaussian wavepackets [13, 24] with a parametrization of both the

NIR and XUV laser fields. These techniques necessitate the definition of a set of initial states with

corresponding binding energies and photoemission cross-section. The dominant feature of the

photoemission spectrograms is the Mg 2p core level photoemission, which is actually comprised

by a quadruplet of photoemission lines with spin-orbit splitting 280 meV and surface-bulk splitting

140 meV spanning binding energies between 49.5 and 49.9 eV [189, 24]. For valence band

photoemission, a set or artificial initial states is chosen to match the photoemission profile

after splitted Shirley background subtraction. The static photoemission spectra before and after

background subtraction as well as the static TDSE fitting model (see Equation E.2) are depicted

in figure 30.
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Figure 29 Attosecond streaking spectrograms of wide cone photoemission measured at central photon energies 110.1 eV (a),
124.4 eV (b), 133.7 eV (c), 145.0 eV (d). All spectra are taken with the lens-switching technique outlined in appendix A.
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Figure 30 Definition of electronic bound initial states for the TDSE retrieval algorithm for relevant photon energies. Spectral
region of Mg 2p core level and valence band photoemission before (light blue) and after (dark blue) splitted Shirley background
(grey) substraction. Static photoemission spectra are modelled as incoherent sum of Gaussian wavepackets (see equation E.2)
with binding energies and cross sections indicated by stick graphs (2p3/2 and 2p1/2 green and VB/CB red). The corresponding
Gaussian fit is indicated in orange. All spectra have been acquired without the electrostatic Einzel lens. The XUV pulse was
delayed 300 fs w.r.t. the NIR pulse.

The resulting average delay values are depicted in figure 32 alongside the synchrotron spec-

trogram in the relevant photon energy range. Indifferent of delay extraction method and
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Figure 31 Statistical distribution of relative photoemission time delay of Mg 2p core level w.r.t the Mg valence band extracted from
repeated attosecond streaking measurements. The different colours encode the evaluation methods (see figure 32) and central
photon energies are marked in the top right of each plot. a) Narrow cone emission ±2◦ b) Wide cone emission ±22◦.

cone-angle of detection, a pronounced minimum of relative photoemission time delay between

the delocalized valence band and 2p core level is observed close to the resonance photon

energy of 135 eV. All delay extraction results from different methods are averaged and their

mutual weights are adjusted to represent the correct observation frequencies of the Student-T

distribution. The demonstrated error bars represent the 95% confidence interval of the mean of

the distribution. The resulting averages are plotted in figure 32 d, and compiled in table 1.

h̄ω (eV) 110.1 124.4 133.7 145.0

±2◦ (as) 63.6± 10.2 12.8± 8.6 15.7± 8.3 52.4± 33.1

±22◦ (as) 65.9± 13.6 16.2± 8.5 19.5± 12.3 48.8± 10.7

Table 1 Relative retardation of the Mg 2p core level photoelectron wavepacket w.r.t. the delocalized valence band ∆τ2p−vb (see
figure 32).

A. Borisov et al. [100] attributed the photoemission time delay dependence for relative photoe-

mission time delay of the Mg 2p core level to the distinguishable contributions of resonant and

nonresonant photoexcitation initiating the photoemission process, and their link to the structure

of the effective periodic crystal potential. The increase in photoemission time delay of the valence

band in this model is not linked to reduced group velocity, but to the effective depth profile of

the photoexcitation [176, 100]. Nonresonant transitions occur at the metal-vacuum interface

surface only, regardless of the nature of the initial state being a bulk or surface state [100]. The
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Figure 32 a) Photoemission intensity from Mg(0001) in direction of the surface normal after Shirley background subtraction. b)
Relative time delay of Mg 2p photoelectron wavepacket ∆τ w.r.t. to valence band photoelectron wavepacket as function of central
energy of XUV pulse for measurements performed with narrow cone detection ±2◦ (see figure 28). Error bars denote 95%

confidence intervals. c) Same as b), but for wide cone emission ±22◦ (see figure 29). d) Weighted average retrieved time
delay ∆τvb−2p for narrow cone (blue) and wide cone (red) detection of photoemission. Error bars represent weighted confidence
intervals. Result of Neppl et al. [24] marked in black for comparison.

semi-classical and quantum-mechanical versions of the resonant excitation model are presented

in section 3.4 and compared to the experimental result alongside further considerations of

possible contributions to the photoemission time delay in section 3.4. Neppl et al. performed

attosecond streaking experiments on the Mg(0001) surface in 2010 at photon energy 117.5 eV.

They obtained a relative delay of the Mg 2p core states of 5 ± 20 as standard error, which

is slightly lower than the interpolated wide-angle ±22◦ results in the new study, but is still

commensurable with the new results at 124.4 eV.

3.4. Discussion

3.4.1.Intra-atomic scattering phase shifts

Very recently, Siek et al. [32] discovered that the angular momentum-dependent Eisenbud-

Wigner-Smith scattering phase shift δφw (EWS) must be taken into account, when modelling
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3 Attosecond chronoscopy of simple metals

time-dependent photoemission from solids in a very much similar manner as in gas phase

attosecond chronoscopy [13, 21, 131]. The temporal delay in photoemission is linked to the

retardation of the outgoing photoelectron wavepacket via

∆τEWS = h̄
∂

∂E
δφw. (3.2)

The EWS of the 2p core level is calculated numerically with the ePolyScat software package,

which is an implementation of the method of partial-wave-decomposition in an all-electron model

[190, 191] and depicted in figure 33. One problem arising in the calculation of the scattering

delay is that the scattering phase shift diverges for long-range Coulomb potentials and the

potential is separated into a Coulomb part and a short range part. The scattering phase shift of

the Coulomb potential is called Coulomb-laser-coupling (CLC) and can be calculated analytically

[14]

∆τCLC =
h̄3Z

a3
0(2meEkin)3/2

·
(

2− ln
2πEkin
h̄ωL

)
, (3.3)

with Z denoting the integer charge of the ionic core. In the case of solid-state photoemission,

the core hole is screened by the remaining electrons in the solid and no long-range potential

is associated. However, as the photoelectron traverses the solid-vacuum interface, an image

charge is formed on the surface, with asymptotic behaviour [192, 193]

V (z) ∝ 1

4z
, (3.4)

which is equivalent to the Coulomb potential with Z = 1/4. The CLC time delay of the image

charge potential is depicted in figure 33.
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Figure 33 Eisenbund-Wigner-Smith (EWS) and Coulomb-laser-coupling (CLC) attosecond time delays for the Mg 2p core level
and valence band. The CLC is referenced to the image potential of the outgoing electron on the magnesium crystal surface and
has Coulomb asymptotic behaviour with Z = 1/4. The EWS delay for the delocalized valence band is zero because no localized
hole-potential is assumed [32].

For the photon energy region of interest of this study, the atomic contributions to the attosecond

time delay are limited to 2 as. Furthermore, tracking the resulting net contribution (see figure 33

orange and green lines) to the relative photoemission time delay as recorded in the experiments,

we find the total atomic photoemission time delay to be less than 0.5 as for Mg 2p. Hence, the

atomic contribution can be safely neglected in the discussion of the experimental results on
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3.4 Discussion

Mg(0001).

3.4.2.Classical transport model

The most simple and intuitive model for the prediction of attosecond photoemission time delays

is the ballistic transport model assuming free-electron like propagation of the photoexcited

wavepacket to the surface. The group velocity of the electron wavepacket is given by equation

2.28 and the time delay follows as

τ =
d̄

vg
, (3.5)

with the mean electron escape depth d̄ w.r.t to the jellium edge. The energy and depth distribution

I(z,E) of the photoexcited electron density in the solid is calculated via the following Gaussian

model

I(z, E) =

Q∑
q

L∑
l

a2
qe
− ln 2

(z−zl)
2

r2q · e
−4 ln 2

(E−Eq+h̄ωX)2

h̄2∆ω2
X , (3.6)

wherein the index q denotes the different atomic orbitals (Mg 2p, Mg 3s) with FWHM radius rq of

the charge density and photoemission cross section a2
q and l denotes the individual layers of

Mg atoms inside the crystal. The XUV photon energy is denoted h̄ω with FWHM h̄∆ω = 5 eV.

The binding energy of the 2p state is fixed at 49.5 eV and the binding energy of the valence

band is determined by averaging the synchrotron spectra (see figure 25) after background

subtraction. The average escape depth is calculated by weighting the energy depth distribution

with the exponential damping due to inelastic scattering, calculated as the IMFP λ either with

the TPP2M-formula [117] or with the Full-Penn-Algorithm [194] from existing measurements of

surface reflectivity [195] or electron inelastic scattering [196].

d̄q =

∫ Eq,2
Eq,1

dE
∫
dz I(z, E) ·

(
θ(−z)e

z
λ + θ(z)

)
∫ Eq,2
Eq,1

dE
∫
dz I(z, E)

, (3.7)

wherein z = 0 locates the image charge plane, at which the amplitude of the NIR streaking

field decreases by half w.r.t to the field strength in vacuum. The integration limits are chosen

to separate the core and valence emission. The predicted time delay variations for the photon

energies of interest are depicted in figure 34 and compared to the experimental values. The

simple ballistic model is essentially similar to the case of fully-resonant bulk photoemission

as described by Borisov et al. [100]. From figure 34 b, it is obvious that the pronounced

minimum of the relative photoemission time delay cannot be explained simply within the simple

ballistic transport model, which was very successfully applied in the description of the core level

photoemission time delay in case of the Mg/W hybrid systems [25]. Only through extensive

measurements over a much increased spectral region and the evaluation of valence band

photoemission time delays does the interplay of resonant and non-resonant photoemission

beyond the simple transport models become apparent.
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Figure 34 a) Photoemission time delays of Mg 2p (green) and delocalized valence band (orange) calculated with the simple
ballistic transport model and free-electron like group velocity in the crystal. b) Comparison of experimental data (see Figure 32)
with the simple ballistic transport model. The orange and orange-green lines represent the fully non-resonant (τvb = 0) and fully
resonant cases of Mg valence band photoemission, respectively.

3.4.3.Hamiltonian of 1D time-resolved photoemission

The time-dependent Schrödinger equation (TDSE) of the one-dimensional (1D) attosecond

photoemission chronoscopy experiment can be written down in the single active electron

approximation (SAE) as in reference [197]

i
∂

∂t
Ψ(z, t) =

[
− h̄2

2me

∂2

∂z2
+ V (z) + Vh(z, t)− iVi(z, E) + z · EL(r, t, τ) + z · EX(t)

]
·Ψ(z, t).

(3.8)

The terms V (z), Vh(z, t) and Vi(z, E) describe the local effective potential of the photoelectron,

the attractive potential of the screened core-hole, which according to the sudden approximation

is switched on instantaneously after photoexcitation inside the solid, and the imaginary optical

potential, which is implemented to model the electron wavepacket damping due to inelastic

scattering inside the crystal for electron states above the vacuum level, respectively. The

TDSE of these one-dimensional model systems can be solved numerically to high accuracy.

Common approaches include time propagation of the Hamiltonian in the spectral basis [198, 99]

or application of the rotating wave approximation in the pseudospectral basis [197, 178, 100].

The initial state, from which the electron is ejected is

Ψi(z, t) = ψ(z) · e−iωt, (3.9)

for t→ −∞. The initial state wavefunctions ψi(z) are the solution of the unperturbed hamiltonian[
− h̄2

2me

∂2

∂z2
+ V (z)

]
ψi(z) = Eiψi(z). (3.10)
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The integration is performed for all initial states individually. However, the explicit time inte-

gration of the Hamiltonian for every delay step τ in attosecond chronoscopy experiments is

computationally rather expensive and thus for comparative studies further simplifications are

desirable.

3.4.4.Semi-classical model

One such simplification is the application of the 1D semi-classical 3-step photoemission model

based on the strong-field approximation (SFA). The model was first introduced by Zhang et al.

[175, 176, 199] and refined by Liao et al. [101, 177, 200]. In this work, it is expanded using

higher order terms of the periodic potential inside the crystal, an idea which was first explored

by Borisov et al. [100], who combined Chulkov potentials [184] with additional Gaussian terms

modelling a repulsive potential experienced by the valence band electrons due to the Pauli

principle with the core electrons. Furthermore, using initial and/or final states generated with

modern state-of-the-art density-functional-theory (DFT) codes, we can extend the semiclassical

formalism well beyond the limitations of simple one-electron model potentials.

Here, the initial state of photoemission is obtained by evaluation of the stationary Schrödinger

equation of a one-dimensional model potential that is adjusted to replicate the band structure,

bandgap and surface state energies of the real solid. The contribution of photoemission excited

from initial state i into final state f , with energies Ei and Ef defined w.r.t to the vacuum

energy, to the total photocurrent as function of the XUV-NIR pulse delay τ is calculated via the

photoemission transition dipole matrix element Ti,f in the velocity gauge

Ti,f (Ef , τ) = − i
h̄

∫
dt

e

me
AX(t) 〈Ψf (~r, t, τ)| p̂ |Ψi(~r, t)〉 , (3.11)

wherein Ψi(~r, t) and Ψf (~r, t) denote the initial and final state wavefunctions, respectively. The

photoelectron spectrum P (Ef , τ) finally follows as

P (Ef , τ) =
∑
i

|Ti,f (Ef , τ)|2 . (3.12)

Neglecting the infrared streaking field and treating the weak XUV field in first order perturbation

theory, the time-dependence of the initial and final states can be trivially derived via separation

of variables in Schrödinger’s equation

Ψi,f (~r, t) = e−i
Ei,f
h̄
t · ψi,f (z). (3.13)
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Strong-field approximation and Volkov states

In the presence of the streaking field the final states in the semi-classical model are replaced by

their laser dressed counterparts, the so called Volkov states

Ψf (~r, t, τ) = e−iΦV (z0,t0;p) · ψf (z), (3.14)

with the XUV-NIR pulse delay τ and the Volkov-phase ΦV (z0, t0; p). Because of the space-time

coupling induced by the streaking field, which is screened inside the metal, the integral in the

Volkov phase calculation (see equation 2.36) cannot be solved easily, but must be integrated

along the electron trajectory. The propagation of the electron is solved classically using a

Velocity-Verlet algorithm [201, 202] for all possible initial starting positions of the electron inside

the crystal z0 and all possible initial starting times t0

z(t) = z(z0, t0; t) (3.15)

pz(t) = pz(z0, t0; t),

wherein z and pz denote the electron position and momentum, respectively. One iteration time

step dt of the classical propagation is applied via the following equations

tn+1 = tn + dt, (3.16)

z(tn+1) = z(tn) + pz(tn) · dt− 1

2
EL(z(tn), tn) · dt2,

pz(tn+1) = pz(tn)− 1

2
(EL(z(tn+1), tn+1) + EL(z(tn), tn)) · dt.

The Velocity-Verlet algorithm has three advantages: First, the momentum is recorded at every

time-step, which is the quantity that enters the calculation of the Volkov-phase. Second, its

second order accurate, i.e. the propagation error is O(t3). Third, the Velocity-Verlet method

constitutes a symplectic integrator of Newton’s equation of motion, i.e. the total energy of the

electron is contained and oscillates in a small range around the true value. The complicated

spatial dependence of the electric field at the metal-vacuum interface due to the response of

the mobile conduction band electrons is found from 1D-TDDFT calculations (see figure 35)

published already in [25] for tungsten and magnesium.
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Figure 35 Electric field distribution EL(z) at the metal vacuum interface (red). Grey balls indicate the position of the magnesium
atomic layers in the 1D slab.
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The electrostatic crystal and surface potentials V are taken into account only for the case of

non-plane-waves via a separate force term, which is calculated via conservation of energy after

each step of the propagation

Ekin(tn+1) =
pz(tn+1)2

2me
(3.17)

Ekin(tn+1) = Ekin(tn+1) + (V (z(tn+1))− V (z(tn))

pz(tn+1) =
√

2meEkin(tn+1).

This is formally equivalent to calculation of the conservative force F (z) = − ∂
∂zV (z) in the secant

approximation, which is more convenient as the potential is known analytically anyways, and

the introduction of errors via the differentiation, interpolation and subsequent integration of the

electrostatic potential is avoided. Furthermore, the correct final kinetic energy at the end of the

propagation even for long range attractive potentials, such as the Coulomb-like potential of the

image charge, is ensured.

Finally, the Volkov-phase of the propagated electron is calculated by time integration of the

resulting canonical momentum

ΦV (z0, t0; pz) = − 1

2meh̄

∫ ∞
t0

dt′ pz(z0, t
′; tn)2, (3.18)

and the photoemission matrix element as

Ti,f (Ef , τ) = − i
√

2πe

h̄me

∫
dt0AX(t0 − τ) · e−iEit0/h̄

·
∫
dz0 e

−iΦV (z0,t0;pz)ψ†f (z0) ·
(
−ih̄ ∂

∂z

)
· ψi(z0), (3.19)

wherein the integration runs over all possible start times and positions. This implementation has

the advantage that the trajectory integration needs only to be performed once per final state f ,

because the different sets of initial states and the delay dependence is introduced via the XUV

field in the matrix element calculations. For the calculation of high-resolution photoemission

spectra, the classical trajectory integration is not necessary and the Volkov phase simplifies to

the final state energy term ΦV (z0, t0; pz) = −Ef · t.

Chulkov model potentials of Mg(0001)

The spatial dependence of the initial state wave functions ψi,k(z) are found by direct diago-

nalization of the stationary Hamiltonian in the absence of the laser field EL and XUV field

EX (
− h̄2

2me

∂2

∂z2
+ V (z)

)
ψi(z) = Ei · ψi(z), (3.20)
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wherein the crystal and surface potential V (z) are modelled with the so-called Chulkov potential.

Chulkov potentials [184] are one-dimensional model potentials originally developed to describe

and model surface and image-potential states [193] of simple metals. The latter describes

electron states, whose wavefunctions are located outside the crystal, but are nevertheless bound

by the attractive potential of the image charge formed by the remaining electrons screening the

electric field of the outside electron on the metal surface. The original formulation of the Chulkov

potential is only a good approximation of the effective local potential for electrons with energies

close to the vacuum level. Hence, an extension of the Chulkov potential towards higher order

components of the cosine series of the periodic crystal potential [100] is performed. This model

potential is referred to as extended Chulkov potential VC and can be written down as

VC(z) =



A10 +
∑N

k=1Ak · cos
(

2πk

as
· z
)

, if |z| ≤ z0

A20 + 1
2

∑N
k=2Ak

+
(
A21 + 1

2

∑N
k=2Ak

)
· cos(β (z − z0)) , if |z| ≤ z0 + z1 ∧ |z| > z0

A30 · e−α(z−z1) , if |z| ≤ z0 + zim ∧ |z| > z0 + z1

EH ·
e−γ(z−zim) − 1

z − zim
, if |z| > z0 + zim,

(3.21)

wherein z0 denotes the position of the outermost atomic layer of the slab with crystal periodicity

as and EH = 27.2 eV denotes the Hartree unit of energy. Only 4 + N free parameters,

A10 = −10.55 eV, A21 = 1.26 eV, β = 8.94 Å
−1

, zim = z0 + 1.83 Å and Ak, define the shape

of the effective valence band potential of the Mg(0001) surface [193]. The other parameters

are fixed by the conditions of the continuity of the logarithmic derivative of VC via the following

system of equations

z1 = z0 +
5π

4β
(3.22)

A20 = A10 −A21 +A1

A30 = A20 −
A21√

2

α = − β ·A21√
2 ·A30

λ = −4 ·A30 · e−α(zim−z1).

The restriction of the Fourier series to cosine terms is motivated by the symmetry of the potential

around each ionic core. Positive Ak indicate a repulsive core potential similar to [100].

The model potential of the core states is found by combination of the Chulkov potential (Ak =

0 ∀ i > 1) and a periodic screened Coulomb potential at all the core positions, deemed
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Chulkov-Yukawa potential

Vcore = VC +
e2

4πε0

Nlayers∑
j=0

e−(z−z0−j·as)/ζ√
(z − z0 − j · as)2 + a2

y

. (3.23)

The free parameters ζ = 1.59 Å and ay = 0.156 Å of the potential are fitted by comparison with

the bulk and surface binding energies of the Mg 2p level of 49.6 eV and 49.46 eV [189, 100],

respectively. The Chulkov and Chulkov-Yukawa potentials for a 31 layer single crystal cut along

the (0001) direction is depicted in figure 36 a,b along typical eigenfunctions and the integrated

charge densities.
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Figure 36 a) Chulkov potential (blue) and wavefunctions corresponding to the symmetrical surface state (orange) and the lowest
energy valence band state (green) of the 31 layer magnesium slab utilized to model the (0001) surface of the single crystal. The
integrated charge density ρ =

∑
i |ψi(z)|

2 (red) is indicative of a nearly free electron behaviour of the valence and conduction
band electrons. b) Free electron band structure along the z-direction of the magnesium crystal (see figure 23) in the reduced zone
scheme along the Γ-A direction. The energy axis is referenced w.r.t to the Fermi energy of the Mg(0001) surface. The horizontal
green and red lines mark the energy of the valence band minimum and surface states, respectively. The arrows mark photon
energies corresponding to resonant photoemission processes [100]. c) Same as a) for the Chulkov-Yukawa model potential
utilized for the description of the 2p core level. d) Core level spectrum of the Mg slab.

Example calculations for A1 = 0.7 eV and Ai = 0.5 eV and Aj 6=i = 0 for i = 2..5 are depicted

in figure 37 alongside the experimental spectrogram. Immediately we can associate each

higher order component of the Cosine series of the extended Chulkov potential with a single

parabolic branch of resonant transitions in the Mg crystal. This model directly links the strength

of the resonant transition band to the periodicity of the effective one-electron potential VC , most

strongly the A2,3 components of the extended Chulkov potential.
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Plane wave-like final states

The spatial dependence of the propagating final state is modelled by an electron wave of

momentum pz(z), which is damped inside the crystal,

ψf (z) =
1√
2π
· eipz(z)(z−z0) · e−(z−z1)/(2λ), (3.24)

wherein λ denotes the inelastic mean-free path (IFMP) of the highly excited electron in the solid.

The IMFP can be found from tabulated measured values, or calculated with algorithms such as

the Full-Penn algorithm [194] using model dielectric functions [203, 204]. For the latter method,

we can find material specific fits to simple analytical formulas in the literature [205, 116, 117].

The asymmetric damping of the final state wavefunction ensures unidirectional photoemission

from the symmetric crystal slab.

In the work of Zhang and Liao [175, 176, 177], plane wave final states with momentum equal

to the outgoing free electron were assumed pz(z) =
√

2meEf . While this is a reasonable

approximation to gauge the dependence of attosecond streaking delays on the IMFP and the

dielectric screening of the NIR streaking field, it fails to reproduce the correct energies of the

resonant parabolic bands in the synchrotron photoemission spectrogram of magnesium. Taking

into account the inner potential of the solid and the retardation of the electron upon traverse of

the surface potential barrier, a more realistic plane wave momentum pz(z) is constructed. It is

equal to the inner potential everywhere inside the solid and matched to the Coulomb tail of the

surface potential

pz(z) =
√

2me(Ef − Vinner), (3.25)

with

Vinner =

A10· , if z ≤ zx
VC , if z > zx

(3.26)

and zx the outermost root of the equation VC(z) = A10.

It is noted that the simulated resonance energies of the surface state are approximately 3 eV

lower than observed experimentally, which can be explained terms of the self-energy shift

of the final states, which is on the order of 4 eV in case of aluminium around 100 eV [188].

This self-energy shift is a many-body effect observed in ab-initio photoemission calculations

using density-functional theory approaches. Although the eigenstates of Chulkov’s potential

are not true Kohn-Sham quasiparticles as in case of [188], similar behaviour with regard to the

omission of the many-body interaction of the outgoing electron with the valence band hole can

be expected. We attribute the narrow linewidth at high binding energies to the negligence of the

decreasing lifetime of the valence band hole far away from the Fermi edge.
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Figure 37 Comparison of experimental data (left) with calculated synchrotron photoemission spectrograms for different non-zero
components of the extended Chulkov potential cosine-series. From left to right A2..5 = 0, A2 > 0, A3 > 0, A4 > 0, A5 > 0.
A one-to-one correspondence between the resonant enhancement parabolas and the higher-order periodicity of the effective
one-dimensional model potential is observed.

Using our semiclassical model, we have established the link between the higher-orders of the

crystal periodicity of the effective one-electron potential and the parabolic bands of resonant

photoemission. Borisov et al. used a repulsive Gaussian function to model the exchange-

correlation interaction of the valence and core electrons of magnesium. We approximate this

potential with the following quotients of the Cosine series A2 = 0.6 eV, A3 = 0.4 eV and

A4 = 0.2 eV. We calculate both the high-resolution photoemission spectrogram as well as

the energy-dependent photoemission time-delays for five potentials gradually increasing the

strength of A2,3,4 and the results are depicted in figure 38.

Clearly, the connection between both the strength of the parabolic band and the relative time

delay of the Mg 2p core level and the fast oscillations of the effective potential, which is alluded

to by Borisov et al. [100], is observed within the semiclassical model, too. The shaded area in

figure 38 c,d marks the deviation of the retrieved time delay obtained from the different delay

extraction algorithms (DIFF, TDSE, PIE).

Z-projected inverse LEED states

Calculations of the inverse LEED state of the Mg(0001) surface in terms of the high-energy

complex band structure of the magnesium single crystal have been performed by Krasovskii et

al. [99]. The ~G‖ = 0 component of the ~k‖ = 0 inverse LEED wavefunction is a suitable final

state wavefunction to be implemented in the semiclassical model. This ansatz was carried out to
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Figure 38 a) Comparison of experimental data (left) with calculated synchrotron photoemission spectrograms for increasing
strength of A2,3,4 according to the legend in panel b). b) Extended Chulkov potentials gradually increasing in strength of higher
cosine terms. The three columns in the legend mark A2,3,4 in units of eV, respectively. c) Absolute time delay of the Mg 2p core
level τ2p (black) and the combined valence and conduction bands τvb (colored) extracted from the semiclassical simulations. The
shaded areas mark the range of delay values extracted with the different algorithms also utilized in the experiment. d) Relative
time delays τvb−2p.

investigate to which extent the simple semiclassical model can be modified towards the inclusion

of modern state-of-the-art photoemission theory. The inverse LEED wavefunction can be written

in the so-called Laue representation [122]

ψf (z, ρ;~k‖, E) =
∑
~G

u ~G(z) · ei·(~k‖+ ~G)·~ρ, (3.27)

with ~G denoting the surface reciprocal lattice vectors and ~ρ the spatial coordinates in the

surface plane. In the one-dimensional model ~k‖ = ~G = 0 is assumed by construction. This

approximation is well justified in the case for some of the measurements on Mg(0001), which

were recorded without the electrostatic lens of the TOF spectrometer and thus the angle between

detected electrons and the (0001) surface normal is limited to ±2◦. The obtained wavefunctions

were calculated assuming an optical potential of 0.45 eV, which is unrealistically weak. The

proper optical potential can be obtained, assuming free-electron like propagation, from the IMFP
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of the solid

Vi =
Γ

2
=

λ

2vg
, (3.28)

where Γ denotes the final-state lifetime [28]. The inverse LEED wavefunctions were calculated

assuming only small imaginary potentials. Because the increased contributions from deep inside

the bulk material would falsify the extracted photoemission time delay, we adjust wavefunctions

empirically using the inelastic mean free path extracted from [205]

ψf (z;Ef ) = Ψf (z, 0; 0, Ef ) · e−(z−z1)/(2λ). (3.29)

Streaking spectrograms are calculated according to equation 3.19 and depicted in figure 39 for

XUV excitation with Fourier-limited attosecond pulses of FWHM duration 480 as and central

photon energies between 90 eV and 150 eV in steps of 2.5 eV. The time-dependent spectra

are convoluted with a 4.5 eV Gaussian prior to evaluation to account for the significant lifetime

broadening of the final states at realistic values of the optical potential.
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Figure 39 Photoemission streaking spectrograms calculated with the semi-classical model 3.19 using the ~G‖ = 0 component of

the ~k‖ = 0 inverse LEED wavefunction [99] of the Mg(0001) surface at photon energies between 95 eV and 150 eV

.

The modulations of the delay-dependent photocurrent, which is most pronounced at photon

energies 100 eV and 140 eV, are reminiscent of the Volkov approximation, i.e. the delay-

dependent modulation of the final-state energies Ef , which leads to different final states fulfilling

energy conversation at different XUV-NIR delay. Although some modulation is also observed

in the experimental data, quantitative analysis requires precise knowledge of the time-energy

structure of the electron energy-loss function, which goes beyond the scope of this study.

The simulated attosecond streaking spectrograms are evaluated with the same delay retrieval

algorithms implemented for the experimental data (see section E) and the result is depicted

in figure 40 alongside the simulated and measured synchrotron spectrum. The shaded region
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represents the minimum and maximum values obtained from the different delay retrieval methods,

which does not surpass a range of ±10 as.
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Figure 40 a) Experimental synchrotron photoemission spectrogram. b) Corresponding synchrotron spectrogram calculated with
the semi-classical model (see equation 3.11) using the ~G‖ = 0 component of the ~k‖ = 0 inverse LEED wavefunction. c) Absolute
time delays τ for Mg 2p (green) and valence band (blue), extracted from simulated attosecond streaking spectrograms (see figure
39. d) Same as c), but for relative time delay (orange). Shaded error marks deviations obtained from different delay extraction
algorithms (see appendix E). Experimental data plotted for comparison (see figure 32).

The minimum of the experimentally determined τvb−2p is also observed in the simulations with

about 10 as of additional retardation of the 2p core level observed in the experiment. The

position of the minimum of the relative time delay coincides well with the prediction from the

numerical calculation. This semiclassical calculation was carried out using the original Chulkov

potential.

3.4.5.Quantum-mechanical model

A computationally efficient direct integration of the 1D TDSE (see Eq. 3.8) can be performed

through application of the rotating-wave approximation (RWA) on the propagating electron

wavepacket [100, 32]. The total wavefunction is written as

Ψ(z, t) = e−i
Ei
h̄
tψi(z) + e−i

Ef
h̄
tψf (z, t). (3.30)
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The calculation is furthermore strongly simplified by the approximation that the weak XUV

field only interacts with the initial state, the depletion of which is neglected, and the NIR

pulse only modulates the energy of the propagating electron wavepacket. The complicated

energy-dependent treatment of the absorbing optical potential as well as the time dependence

of the hole potential can be dropped by applying the RWA and restricting the equation of motion

to the propagating electron wavepacket in the final state. The equation of motion of the electron

wavepacket follows as

ih̄
∂

∂t
ψf (z, t) = − h̄2

2me

∂2

∂z2
ψf (z, t) + (VC(z) + Vh(z)− iVi(z) + UL(z) · EL(t, τ)− Ef )ψf (z, t)

+ i
h̄e

2me

∑
n

AX(t)
∂

∂z
ψi,n(z), (3.31)

wherein VC(z), Vh(z) and Vi(z) denote the Chulkov potential (see equation 3.21), the Yukawa

potential of the core hole (see equation 3.23) and the optical potential, respectively. For

the calculation of valence band photoemission, no localized hole potential is assumed. The

initial states are calculated from the Chulkov potential of a 31 layer magnesium slab (see

figure 36). The initial states of 2p core photoemission are calculated from a model potential

V (z) = VC(z) + Vh(z + k · a) for each layer k individually. In both cases the integration

is performed for each individual initial state and the spectrogram is calculated by incoherent

addition of the individual initial state spectra. The computational details of the simulations can

be found in [100]. We note that while the XUV excitation is treated in the velocity gauge, the NIR

streaking is treated in the Coulomb length gauge to facilitate the numerical effort of including the

inhomogeneous NIR field distribution in the calculations.

Calculations of the energy-dependent relative photoemission time delays of the Mg(0001)

surface with the quantum-mechanical model have been conducted using an modified Chulkov

model potential.
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Figure 41 a) Extended Chulkov potential (green) investigated with the quantum mechanical model and its comparison to the
original Chulkov potential (blue). The blue dashed line respresents the hole potential of core level photoemission from the third
layer. Grey balls indicate the position of the magnesium atomic layers in the 1D slab.b) Initial state energies of occupied orbitals
relative to the vacuum energy level for both potentials are all but indistinguishable.

The initial states of both potentials are all but indistinguishable with constant energy photoemis-

sion spectroscopy. The numerical results of high-resolution photoemission and time-dependent

69



3 Attosecond chronoscopy of simple metals

photoemission along the surface normal are depicted in figure 42.
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Figure 42 a) Measured synchrotron streaking spectrogram. b) Corresponding synchrotron spectrogram calculated with the
quantum-mechanical model using the extended Chulkov model potential. c) Time delays extracted from simulated attosecond
streaking spectrograms (green). Experimental data plotted for comparison (see figure 32).

Qualitative agreement between numerical and experimental data is noted in both cases.

The pronounced minimum indeed is related to the interplay of non-resonant surface and

resonant bulk-like photoemission and observed in both the quantum mechanical model and

the semiclassical models. The comparison of results from the semiclassical model to this

direct integration of the 1D-TDSE, which is much more profoundly motivated from fundamental

principles of quantum mechanics, allows to investigate the range of applicability of the Volkov

laser-dressing of the final-state of photoemission, which resides at the very base of the

semiclassical formulation of photoemission chronoscopy as discussed in section 3.4.4.

3.5. Conclusion

The results are interpreted in the context of surface and bulk photoemission due to the mech-

anism of resonant and non-resonant photoexcitation of the initial states in the photoemission

process. They can ultimately be traced back to the electronic band structure and the underlying

crystal potential, and suggest photoelectrons from Mg(0001) to emerge faster than expected from

the free electron-like ballistic propagation. Our results show that for high-photon energies, the

valence band photoemission from the sp-band of the simple free-electron like metal magnesium

can proceed faster than expected from the free electron model, which is linked to non-resonant
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photoexcitation at the surface of the metal. Nonresonant excitation leads to a broadband

photoemission continuum in the band and thus is best resolved using the attosecond streaking

technique. Our energy-dependent study thus guides the way to the investigation and evaluation

of the interplay between the electronic structure and the complex band structure on the observed

time delay of the photoelectric effect.
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Part IV

Broadband measurements of absolute photoemission time

delays
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Broadband measurements of absolute
photoemission time delays

4.1. Introduction and statement of contributions

In this chapter energy-dependent attosecond streaking and high-resolution photoemission

spectroscopies are demonstrated on the clean and adsorbate covered W(110) and W(100)

surfaces. As subject of investigation of the seminal first paper on attosecond photoemission

time delays [12], the W(110) surface holds special weight in the discussion of the physics

of time-resolved photoemission, because most theoretical assessments of the attosecond

photoemission problem were performed on this system [96, 97] or derived model systems [175,

176, 176, 178, 98, 99]. The restriction of the attosecond chronoscopy towards the measurement

of relative photoemission time delays further complicates the comparison of the results of

theoretical models and numerical calculations with the experiments. Further data points for

comparison between theory and experiment can only be generated either by adding different

atoms to the tungsten surface with additional shallow core levels, which can be photoionized

with contemporary attosecond pulses [32] or by systematic variation of the photon energy,

which is routinely performed in RABITT experiments [28, 29, 33], but has not been shown

on streaking experiments beyond the gas phase [206]. Here we show, how a combination of

all aforementioned approaches, i.e. systematic investigation of clean and adsorbate covered

tungsten surfaces as well as variation of the photon energy, allows us to determine absolute

time delays over an extensive spectral bandwidth from 90 eV up to 145 eV. Furthermore, a

simple semi-classical model is constructed with inputs from advanced density-functional-theory

codes, which facilitates the dissection of the different contributions to the attosecond time delay

in tungsten.

We perform systematic variation of the sub-monolayer coverages of atomic iodine on the W(110)

surface and demonstrate the possibility of using surface adsorbates as time-zero indicator for the

determination of absolute photoemission times, i.e. the time between the arrival of the photon at

the surface and the subsequent release of the photoelectron from the surface. This time marks

the fundamental speed limit for light-induced charge-separation and -transfer across material

surfaces and interfaces. The study of iodine adsorbate adlayers at coverages far smaller than

one monolayer relies heavily on the high photoelectric cross section at the so-called giant dipole

resonance, which limits the applicability of the iodine chronoscopy technique to a small energy

window around photon energies of 100 eV. Using saturated monolayers of oxygen on W(110),

atomistic calculations of photoemission time delays, theoretical modelling and high-resolution

photoemission data, we can show the transferability of the absolute photoemission timing
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experiment to a wider range of photon energies up to 145 eV. Furthermore, determination of the

absolute photoemission time delay we study for the first time the importance of the high-energy

complex band structure on localized and delocalized photoemission timing systematically.

Lastly, we combine our semiclassical model of time-resolved photoemission with numerical and

empirical corrections induced by the intra-atomic interaction [32] and the inelastic scattering

[97, 207] to quantitatively dissect all microscopic mechanisms and their respective contributions

to the unambiguously measured absolute time delays.

The tungsten project in the Attosecond Dynamics research group of Prof. Reinhard Kienberger

at the Max Plank Institute for Quantum optics was a long running project with many people

involved, who contributed to measurements at different photon energies and the overall extent

of the presented data set, including more than 1300 individual streaking spectrograms. The

streaking measurements at 92 eV were performed by Dr. Stefan Neppl, Dr. Andreas Kim,

Dr. Florian Blobner and Konrad Hütten. The measurements at 105 eV were performed

by Dr. Stefan Neppl and Michael Gerl. The measurements at 112 eV were performed by

Dr. Michael Jobst, Marcus Ossiander, Matrin Schäffer, Ayman Akil and Sebastian Jarosch.

The measurements at 118 eV were performed by Dr. Stefan Neppl, Dr. Ralph Ernstdorfer,

Dr. Adrian Cavalieri, Dr. Wolfram Helml and Dr. Elisabeth Bothschafter. Additional measurements

were performed by the author and Dionysios Potamianos with a new XUV multilayer mirror,

including the whole dataset of W(100). The measurements at 124 eV were performed by the

author and Dionysios Potamianos. The measurements at 135 eV were performed by the author,

Maximilian Schnitzenbaumer, Martin Schäffer and Dionysios Potamianos. The measurements

at 145 eV were performed by the author, Michael Jobst, Marcus Ossiander, Martin Schäffer and

Ayman Akil. Special acknowledgement is given to Prof. Thomas Uphues, Dr. Ralph Ernstdorfer,

Dr. Elisabeth Magerl, Michael Stanislawski, Dr. Stefan Neppl and Prof. Peter Feulner, who

designed the AS-3 beamline and UHV systems. Data evaluation, classical and semi-classical

calculations were performed by the author in part using projected inverse LEED states provided

by Prof. Eugene Krasovskii from the Universidad del Pais Vasco/Eusakal Herriko Unibert-

sitaetea in San Sebastian. Furthermore, high-resolution photoemission experiments were

performed at the SuperESCA beamline at the Elettra synchrotron in Trieste in collaboration

with Dr. Silvano Lizzit, Dr. Daniel Lizzit and Dr. Luca Bignardi from Elettra Sincrotrone Trieste.

The iodine sub-monolayer experiment was performed in collaboration with Marcus Ossiander,

Dr. Stefan Neppl, Michel Gerl, Martin Schäffer and Michael Mittermair. All chronoscopy results

presented here were evaluated by the author using the Gaussian fitting algorithm implemented

by Marcus Ossiander and the PIE algorithm implemented by the author.
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4.2. The W(110) and W(100) surfaces, properties and
preparation

Tungsten served as the poster-child of attosecond photoemission timing spectroscopy ever since

its prominent investigation in the seminal paper of A. Cavalieri et al. [12]. The original reason of

choosing tungsten for the proof-of-principle experiment was twofold. First, the extraordinary heat

resistance and hardness of tungsten simplifies the preparation process significantly over most

other metal surfaces. Second, its electronic structure is especially favourable for investigation

with the attosecond streaking technique, because the strong photoemission of the 4f core

level with binding energies around 32 eV is easily distinguishable from the valence band

photoemission and thus provides the essential reference for photoemission chronoscopy.

aa33

aa22

aa11

a) b) c)

Figure 43 a) Real space tungsten crystal structure. Grey balls represent individual tungsten atoms. ~a1,2,3 are the lattice vectors
spanning the unit cell of the bcc grid. The blue and red transparent planes indicate the (110) and (100) planes respectively.
b) (110) Surface crystalline structure of elongated hexagons. c) (100) Square surface structure. Darker grey balls indicate the
positions of the atoms in the second atomic layer.

Tungsten is a paramagnetic 5d transition metal with atomic number 74 and one of the hardest

and densest pure metals and it has the highest melting point (3700 K) among all elemental

solids. The tungsten single crystal has body-centered-cubic (bcc) structure, wherein each

tungsten atom has 8 nearest neighbours (see figure 43 a). The two different surface geometries

investigated within this thesis are the (110) plane, coloured in blue in figure 43, which is also the

most closely packed surface plane, and the (100) plane (see figure 43 b,c). The (110) surface

has elongated hexagonal structure, which is also visible in the hexagonal LEED pattern depicted

in figure 44 a) revealing the hexagonal reciprocal lattice. The (110) surface represents also the

most closely packed and thermodynamically stable surface structure of tungsten (see figure

43 b). The (100) surface on the other hand has square geometry with atoms of consecutive

layers located in the eightfold coordinated central void between each square of atoms in both

neighbouring layers (see figure 43 c). The electronic structure of tungsten single crystals is

much more complicated compared to the case of the magnesium experiments discussed in

chapter III. The density of states (DOS) of the occupied tungsten valence band is dominated

by the partly filled and semi-localized tungsten 5d states with binding energies of 2 − 4 eV
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[208, 209]. The angle-resolved ultraviolet photoemission from tungsten surfaces was studied in

depth by Christensen and Feuerbacher [208, 209].

As mentioned twice, the exceptionally high melting point of the tungsten crystal facilitates the

preparation and maintainability of the pristine single crystalline surface in UHV conditions. The

single crystal is cut by spark erosion and mechanically and electrochemically polished by MaTeck

GmbH. The orientation of the crystallographic axes w.r.t. to the surface plane is specified to be

better than 0.5◦. After transfer into vacuum the crystal is outgassed at approximately 1200 K

for 5 minutes and subsequently flash annealed twice for 10 seconds to 2400 K using electron

bombardment from a tungsten filament. At least every second day of experiments, the crystal is

sputtered with Ar+ ions at 1.2 keV for one hour to remove contaminants and polish the surface.

Afterwards the single crystal is flash annealed to 2400 K in order to smooth out the nanometer

level roughness induced by the sputtering. The filament is switched of and during the cooling of

the crystal the chamber is flooded with oxygen at pressure 3 · 10−6 mbar for 15 seconds. The

oxygen reacts with carbon contaminants on the surface. The valve is closed and 25 seconds

later a background pressure of < 10−8 mbar is reached. Subsequently, the sample is flash

annealed to 2400 K again to remove the carbon oxides along with the thin tungsten oxide layer

from the crystal surface. This cycle is repeated for 10-15 times at the beginning of every day of

measurements. This method efficiently removes carbon impurities from the tungsten surface

[210, 211]. After the last oxidation step, a layer of oxide is retained passivizing the surface

against further contamination. Just before the experiment and at least every 90 minutes during

the experiments, the sample is flash annealed again to recover the clean surface.

The surface cleanliness is controlled with XPS, and the results are depicted in figure 44 along

with the LEED patterns associated with the W(110) and W(110) surfaces. The W(110) surface

is the dense surface of the bcc-type lattice of the tungsten crystal and thus is not subject to

surface reconstruction and the perpendicular lattice relaxation is minuscule [212]. Indeed the

topmost atomic distance is contracted by only 3% w.r.t. the bulk interlayer distance of 2.25 Å

[213]. The LEED pattern of the W(110) surface is a compressed hexagon indicative of the

elongated hexagonal surface unit cell of the (110) projection of the bcc-type lattice (see figures

43 and 44 b). The LEED pattern of the W(100) surface is square, as is the shape of the surface

unit cell (see figures 43 and 44 c).
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Figure 44 XPS of the W(110) surface with aluminium Kα radiation. Left inset: Zoom into the oxygen 1s spectral region showing
no oxygen contamination. Right inset: Zoom into the W 4f spectral region showing the 7/2 − 5/2 spin-orbit doublet. Insets are
measured with increased spectral resolution. b) LEED pattern of W(110) surface measured directly after preparation with electron
kinetic energy 130 eV. c) LEED pattern of W(100) surface measured directly after preparation with electron kinetic energy 174 eV.
The square LEED pattern is associated with simple cubic geometry of topmost layer of tungsten .

4.3. Time-resolved photoemission from clean
tungsten surfaces

In the following section, attosecond chronoscopy and high-resolution photoemission experiments

on the W(110) and the W(100) surfaces are presented and described in detail. The motivation

behind repeating the whole experimental series with two distinct crystallographic orientations

of tungsten is the separation of contributions to the photoemission time delay related to the

high-energy band structure and symmetry from intra-atomic scattering and ballistic transport.

4.3.1.W(110)

Despite W(110) being probably the most studied sample in all of condensed matter attosecond

chronoscopy, the origin of the large attosecond time delay at 90 eV [12, 214], and its strong

variation with photon energy [35], is not yet well understood. Hence, an extended experimental
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campaign was conducted, aimed at extending the spectral range and resolution of the attosecond

chronoscopy on the W(110) surface, complementing existing measurements at 91.5 eV, 103.1 eV,

110.1 eV and 117.5 eV with further measurements at 124.4 eV, 133.7 eV and 145.0 eV.

Additional measurements at 103.1 eV and 117.1 eV were recorded to ensure consistency

of the experimental conditions across almost a decade and different operators. The central

energy of the AS-3 beamline is set by exchanging the XUV multilayer mirror and the thin metal

filter. For photon energies up to 115 eV, a 200 nm zirconium filter is applied to the center of

the nitrocellulose pellice. Above 115 eV, 150 nm palladium filters are employed to block low

order HHG, which could overlap with the shallow core levels in the kinetic energy spectra

and induce systematic errors in the experiments. Static photoemission with attosecond XUV

pulses is recorded as a reference and the corresponding spectra are plotted in figure 46. All

spectra are recorded without the electrostatic lens in order to avoid saturation of the detection

electronics, while limiting the cone-angle of detection to ±2◦. In order to facilitate a quantitative

interpretation of the observed attosecond time delays, complementary measurements of the

photoemission spectra from W(110) using narrowband synchrotron radiation were performed

at the SuperESCA beamline [215] of the Elettra synchrotron in Trieste. Photoelectrons were

detected using a hemispherical analyser and the sample was aligned parallel to the plane of the

analyser entrance aperture. The XUV radiation impinged on the sample with p-polarization and

70◦ angle of incidence, almost similar to the geometry in the attosecond experiments. A small

setting of the analyser entrance slit was chosen to optimize the kinetic energy resolution of the

analyser. The solid angle of detection of the experiment was a narrow strip of size ±0.5◦ × 8◦

and the photoemission data is integrated across all angles by the detection electronics. Although

this angular acceptance region is significantly smaller than in case of the attosecond experiment

using the electrostatic lens, both photoemission experiments are treated as angle-integrated

measurement, because the diameter of the first W(110) surface Brillouin zone corresponds only

to angles between ±8◦ and ±11◦ for electron kinetic energies between 90 eV and 150 eV.

The photon flux was calibrated from the photocurrent measured on the elliptical refocussing

mirror behind the exit slit of the plane wave monochromator, taking into account the energy-

dependent quantum yield and reflectivity and transmission of the gold coating [216] at 2◦ grazing

incidence. The energy and flux calibration of the synchrotron experiments is outlined in appendix

C. The high-resolution photoemission spectra are convoluted with a 4.5 eV Gaussian function

and compared to the results recorded with broadband isolated attosecond pulses (see figure

45).

Despite the mismatch of the angular acceptance profiles of the two experiments, we find

good agreement between the two photoemission experiments. In general, the high-resolution

photoemission experiment slightly underestimates the relative strength of the background. This

is likely related to a small amount of below-cut-off harmonics being transmitted through the

attosecond beamline, especially at photon energies 110.1 eV and 133.7 eV, where the filter
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Figure 45 Comparison of static photoemission spectra of W(110) for seven central energies ranging from 91.5 eV to 145 eV
recorded with high-resolution photoemission at the Elettra synchrotron (grey area) and with HHG attosecond pulses in the lab
(blue). The solid grey line represents a convolution of the high-resolution spectrum with a 4.5 eV Gaussian function, representative
of the reflection bandwidth of the XUV multilayer mirror.

transmissions of zirconium and palladium are constant or decreasing with increasing photon

energy, contributing to the spectral region identified as inelastic background. The inelastic

background is subtracted using the splitted Shirley method and the static TDSE model fit,

essentially an incoherent sum of individual Gaussian wavepackets, is plotted in figure 46. These

model initial states (orange bars in figure 46) are extracted from [35] to fit the high-resolution

photoemission spectrogram at 118 eV and are applied without adjustment as the spectral shape

of the valence band photoemission after the convolution with the attosecond pulse bandwidth

varies much less dramatically with photon energy compared to the case of magnesium.

The photoelectron spectra are dominated by the strong photoemission from the tungsten 4f

core level. The photoemission from the 5d, 6s and 6p orbitals that constitute the delocalized

valence band states are not spectrally resolved with isolated attosecond pulses. The relative

photoionization cross section σvb/σ4f is strongly decreasing for increasing photon energies

in accordance with the predictions from atomic photoionization calculations using the dipole

approximation for the tungsten atomic orbitals [217]. A detailed comparison between different

tungsten derived surfaces and their comparison with the high-resolution data, direct and

after convolution with a 4.5 eV FWHM Gaussian function, is depicted in figure 63. The

photoionization cross sections are directly linked to the so-called inelastic scattering contribution

to the attosecond time delay investigated by Lemell et al. [97], which is discussed in more
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Figure 46 Static photoemission spectra of W(110) irradiated with attosecond pulses at 7 central energies ranging from 91.5 eV
to 145 eV. Blue lines denote photoemission intensity before (light) and after (dark) splitted Shirley background (grey) subtraction.
Orange bars denote the central energy and intensity of initial states used in the delay retrieval procedure. Orange dashed line
represents the fitted Gaussian model.

detail in section 4.5.2. Further analysis and quantitative decomposition of the different electronic

states contributing to the valence band photoemission are also deferred to section 4.5.2.

Attosecond streaking spectrograms are recorded with the electrostatic lens activated in order to

increase the signal-to-noise ratio and reduce the measurement time to an acceptable fraction of

the time between subsequent high-temperature flashes. Typical spectrograms are recorded with

100− 200 as equidistant XUV-NIR delay resolution on a 7− 10 fs temporal range.

We record the time between each attosecond streaking measurement and the last high-

temperature flash anneal and correlate it with the obtained attosecond delay in order to exclude

systematic errors from residual surface contamination (see figure 48). Hence, the attosecond

time delay of the pristine surface is recovered by extrapolation of the exposure-time after

high-temperature flash annealing. The result of the extrapolation is consistent with the findings

of [35] for both the first and second beamtimes conducted with the 117.1 eV XUV mirror

(see figure 48 a). The contamination of the reactive W(110) surface with O atoms and CO

molecules is probable cause of the observed positive slope of ≈ 0.12 as/min. Extrapolation

towards zero NIR and UHV exposure recovers the attosecond time delay of the pristine tungsten

surface. No presorting of the data according the the shape of the valence band is necessary.

Where experimentally possible, a comparison of photoemission time delays from measurements
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Figure 47 Attosecond streaking spectrograms from W(110) surfaces recorded with 7 different central photon energies from
91.5 eV to 145 eV.

recorded with and without the activation of the electrostatic lens was conducted. No significant

influence of the lens activation on the relative attosecond time delays were found. Representative

streaking spectrograms for W(110) are depicted in figure 47. Moderate saturation of the detection

electronics is accepted in case of the strong W 4f emission, which in principle could introduce

systematic errors, because electrons with lower binding energies are preferably detected.

However, systematic investigation of the W 4f saturation in both [35] and [218] concluded

the introduction of systematic errors to be negligible in case of moderate saturation. The

adjusted statistical distributions of retrieved attosecond time delays as well as the photon

energy-dependent photoemission time delay of the W 4f orbital w.r.t. the valence band ∆τ is

depicted in figure 49. Mean values and 95% confidence intervals are printed in table 2.

Analysis of the full data set reveals a strong decrease of the photoemission time delay ∆τvb−4f

with increasing photon energy largely irrespective of delay extraction method. This decrease

agrees qualitatively with theoretical predictions based on simple classical transport [35], Monte-

Carlo simulations of electron transport and scattering [97] and intra-atomic interactions [32].

Notable exception is the PIE retrieval, from which a pronounced local maximum at 133.7 eV is
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Figure 48 Correlation of time between high-temperature flash annealing and measurement with the retrieved time delays for three
methods of delay extraction at central photon energy 117.1 eV (a) and 145 eV (b). The thin vertical and horizontal lines represent
the retrieved fitting error of the delay extraction algorithm and the time of beginning and finishing each measurement, respectively.
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Figure 49 a) Statistical distribution of relative photoemission time delay of W 4f core level w.r.t W(110) valence and conduction
bands ∆τvb−4f , extracted from repeated attosecond streaking measurements. Colours encode method of evaluation (see
appendix E) and central photon energies are marked in the top right of each plot. b) Statistical average of ∆τvb−4f for all
delay extraction methods and central photon energies. Error bars denote 95% confidence intervals.

h̄ω (eV) 91.5 103.1 110.1 117.1 124.4 133.7 145.0

TDSE (as) 79.6± 7.4 61.2± 2.1 46.5± 4.8 29.5± 3.2 36.0± 1.6 34.0± 5.4 22.3± 4.3

DIFF (as) 101.0± 6.2 61.8± 3.2 37.6± 4.9 33.1± 3.6 37.6± 2.6 34.5± 4.8 39.6± 3.5

PIE delay (as) 72.1± 5.2 66.3± 2.4 31.1± 3.7 21.9± 2.4 35.8± 2.8 51.0± 5.8 33.5± 2.6

∆τvb−4f (as) 84.2± 10.6 63.1± 4.0 38.5± 7.1 28.2± 4.8 36.5± 3.6 38.7± 8.5 31.8± 5.6

Table 2 Mean results and 95% confidence intervals of delay retrieval algorithms for W(110) (see figure 49). The averaged delay
∆τvb−4f,WO is referenced and plotted throughout the discussion of the results.

obtained. A detailed and quantitative discussion involving the results from adsorbate covered

W(110) surfaces is deferred to section 4.5.

4.3.2.W(100)

The extension of the experimental study from the W(110) surface to the W(100) surface was

motivated by the question whether effects of the final-state band structure would be influential in

attosecond solid state chronoscopy experiments and preceded the studies presented in chapter

III. The W(100) surface is subject to (2x2) surface reconstruction upon minor hydrogen coverage

or low temperatures due to its thermodynamic instability, yet the net change of electronic density

84



4.3 Time-resolved photoemission from clean tungsten surfaces

of states upon reconstruction as found from DFT calculations is minor [219].
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Figure 50 Static photoemission spectra of W(100) irradiated with attosecond pulses at 7 central energies ranging from 91.5 eV to
145 eV. Green lines denote photoemission intensity before (light) and after (dark). splitted Shirley background (grey) subtraction.
Orange bars denote the central energy and intensity of initial states used in the delay retrieval procedure. Orange dashed line
represents the fitted Gaussian model.

Indeed, we observe only minute differences between the static photoemission spectra recorded

with attosecond pulses and depicted in figure 50 and their counterparts recorded on W(110) (see

figure 46), hence reinforcing the statement that angle-integrated or normal-emission attosecond

chronoscopy is mostly sensitive to the vertical structure of the investigated solid sample. The

most striking difference in the spectral shapes of W(110) and W(100) emission are observed at

91.5 eV. This was also reported in [214] along a reduction of ∆τvb−4f by 24 as for the W(100)

surface. A set of representative streaking spectrograms for each photon energy is depicted in

figure 51. Mean values and 95% confidence intervals are printed in table 3.

The extraction of the retardation of photoemission from the W 4f core level w.r.t the valence

and conduction bands ∆τvb−4f from the attosecond streaking spectrograms is performed in the

very same manner as in case of W(110) including the extrapolation towards zero NIR and UHV

exposure time of the sample. The results of the time delay extraction including the statistical

distribution of experimental results are depicted in figure 52.

A most significant deviation between W(110) and W(100) results is observed at photon energy

91.5 eV in agreement with the evaluation result from A. Kim [214]. Furthermore, the local

minimum of the relative attosecond time delay around 117 eV is even more pronounced in case
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Figure 51 Attosecond streaking spectrograms from W(100) surfaces recorded with 7 different central photon energies from
91.5 eV to 145 eV.

h̄ω (eV) 91.5 103.1 110.1 117.1 124.4 133.7 145.0

TDSE (as) 64.0± 7.2 70.4± 5.8 35.5± 4.0 29.4± 1.4 39.7± 3.8 38.3± 2.2 19.8± 9.9

DIFF (as) 74.6± 3.5 61.1± 7.5 47.3± 4.5 29.6± 1.4 46.9± 3.7 40.5± 2.6 55.5± 6.5

PIE (as) 57.1± 5.2 83.2± 4.9 35.5± 3.5 25.9± 1.4 40.1± 2.8 49.5± 3.3 32.5± 9.1

∆τvb−4f,W (100) (as) 65.3± 8.7 71.6± 15.3 39.4± 6.5 28.3± 2.2 42.3± 5.3 42.7± 4.5 35.9± 15.6

Table 3 Mean results and 95% confidence intervals of delay retrieval algorithms for W(100) (see figure 52).

of W(100). This already implies the importance of the electronic band structure of the initial

and final states for the resulting photoemission time delays, as effects from energy-dependent

inelastic scattering cross sections and intra-atomic interaction should be observed irrespectively

of the orientation of the single crystalline sample. Because neither high-resolution photoemission

spectra nor DFT calculations are available for the W(100) surface to date, quantitative discussion

is limited to clean and adsorbate covered W(110) surfaces.
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Figure 52 a) Statistical distribution of relative photoemission time delay of W 4f core level w.r.t W(100) valence and conduction
bands ∆τvb−4f , extracted from repeated attosecond streaking measurements. Colours encode method of evaluation (see
appendix E) and central photon energies are marked in the top right of each plot. b) Statistical average of ∆τvb−4f for all
delay extraction methods and central photon energies. Error bars denote 95% confidence intervals.

4.4. Time-resolved photoemission from adsorbate
covered surfaces

The extensive literature of atomic and molecular adsorption on transition metal surfaces is

motivated by their catalytic properties and the extensive industrial applications associated

therewith, for which G. Ertl was awarded the Nobel prize in Chemistry 2007. Applying established

techniques of preparation and characterization of well-defined atomic surface adsorbate layers

allows to extract further information in attosecond chronoscopy in solids [35, 25]. The additional

degree of freedom of precisely controlling the vertical structure of the atomic layer-by-layer

stack allows us to use adsorbate core-levels and/or valence orbitals as timing reference for the

determination of absolute photoemission times, i.e. the time between the absorption of a photon

and the ejection of the electron, eliminating the ambiguity of previous experimental results. The

concept is visualized in figure 53 for the example of an iodine adlayer on top of a tungsten

crystal.

In order to investigate the influence of the electronic band structure of the core levels and

valence bands independently, it is necessary to extend energy-resolved attosecond streaking
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Figure 53 Schematic illustration of attosecond streaking spectroscopy on adsorbate covered surfaces. Top: Attosecond streaking
of partially desorbed I/W(110) spectrogram after background subtraction. Bottom: The W(110) crystal (grey spheres) with
saturated monolayer of iodine adatoms (purple spheres) is irradiated by XUV (purple) and NIR (red) pulses with controlled
time delay ∆t. Core level electrons (blue spheres) are emitted from the corresponding element. Valence band electrons from
complicated hybridized states. Hole states are indicated as white spheres. Right: Electronic structure of occupied valence band
and core states. XUV photoemission is indicated by purple arrows. The static photoemission spectrum corresponding to the
depicted attosecond streaking spectrogram is indicated along the kinetic energy axes on the right side.

spectroscopy towards the measurement of absolute photoemission time delays over a large

window of photon energies. The adsorption of chemically different atoms does change the

shape of the valence band wavefunctions via hybridization of atomic orbitals and the formation

of covalent and ionic bonds. In general these processes are associated with (partial) charge

transfer and a redistribution of valence band charge density. The core level wavefunctions of

surface atoms are only minutely altered, but experience a change in binding energy due to the

overall shift in charge density. To this end, two measurement series utilizing iodine and oxygen

adsorption have been performed and will be presented in this section.

4.4.1.I/W(110)

Iodine adlayers on W(110) are prepared by exposing the room temperature W(110) surface to

50− 100 Langmuir of I2. The W single crystal is flashed to 2400 K prior to deposition to maintain

reproducible surface conditions. The I2 molecules are dissociated upon adsorption on both

W(110) as well as W(100) surfaces [220, 221], because the specific energy of the iodine in the

absorption site is lower than in the bound state on top of the clean W surface. If abundant I2
is provided, as in the case of our experiment, a saturated monolayer (ML) is formed on top of

the W(110) surface. Further iodine deposition at room temperature is prevented by the weak
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interaction of the I2 molecule with the I/W(110) surface. Furthermore, dissociation is limited to

the first layer and the molecular structure of the higher layers is highly absorptive for visible light.

Experiments to this end failed because of the fast evaporation of all iodine atoms above the

first monolayer [222]. The saturated monolayer is stable under XUV and NIR irradiation against

desorption and contamination for at least 3 hours. It shall be noted that the saturated iodine

monolayer only constitutes 7/12 atoms per unit cell of the W(110) surface [223], but will be

referred to in terms of fractional coverage θ = 1. The saturation coverage remained unchanged

for I2 exposures between 20 and 100 Langmuirs.

2.35 Å

a) b)

2.25 Å

c) d)

Figure 54 Adsorption geometry of iodine on W(110). a) Vertical adsorption distance determined from DFT calculations [206]. b)
Horizontal geometry of saturated monolayer (θ = 1). b) 530 K structure (θ = 1) c) 1010 K structure (θ = 0.5). Partial desorption
above 1010 K results in island formation. b,c,d) adapted from [223].

The iodine adsorbate contributes additional spectral intensity both in the valence band as well

as in the region of the I 4d core level region at binding energies around -52 eV, which both are

separable from the W 4f emission in the photoelectron spectrum and can be analysed w.r.t their

attosecond time delays individually. The analysis here will be limited to the relative time delay

between the I 4d and W 4f core levels. A much more intricate investigation including the valence

band can be found in the thesis of Marcus Ossiander [224]. The charge density of the I 4d

orbitals is localized outside the W crystal wholly, and the associated photoelectron wavepacket

serves as a time-zero marker for the investigation of absolute photoemission time delays. The

iodine adlayer is however expected to change the shape of the infrared field distribution at the

interface. Furthermore, the electrons emitted from W atoms experience additional elastic and

inelastic scattering on their trajectory leaving the solid and the shape of the surface potential

barrier changes upon halogen adsorption. Thus, the influence of the additional contribution

of the iodine adlayer on the photoemission time delay of the W 4f level must be investigated

systematically, before conclusions about the absolute photoemission time delay can be drawn.

To this end, streaking spectrograms were not only recorded from saturated monolayers, but

also from partially desorbed iodine films constituting sub-monolayer coverages (θ < 1). The

desorption is accomplished by heating the sample up to about 1400 K for a few seconds. The

adsorbate layer undergoes a number of structural phase transitions during heating, which are

discussed in detail in [223]. Because the partial desorption of iodine from the W(110) surface

opens up potential adsorption sites for CO and O2 molecules, the sub-monolayers are refreshed

after 120 minutes of measurement time. The partial coverage θ is determined by in-situ XUV
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photoemission spectroscopy and the results are depicted in figure 55 a,b. The electrostatic

lens of the electron TOF spectrometer is deactivated to avoid saturation and the NIR is blocked

with a second Zr filter in front of the pellicle. The composite valence band photoemission of

I/W(110) consists of the contributions of the clean valence band and the I 5p valence orbital.

The normalized photoemission intensities for the I 4d, the W 4f and the composite valence band

are fitted with the following model as function of the fractional coverage θ

Ivb(θ) = I0,vb ·
(
θe
− d
λvb + 1− θ

)
+ I0,5p · θ · e

− d
2λvb , (4.1)

I4f (θ) = I0,4f ·
(
θe
− d
λ4f + 1− θ

)
,

I4d(θ) = I0,4d · θ · e
− d

2λ4d ,

Itot(θ) = Ivb(θ) + I4f (θ) + I4d(θ), (4.2)

wherein I0,x denotes the photoemission intensities neglecting inelastic scattering. The effective

thickness of the saturated iodine monolayer is denoted as d and not known a priori. Electrons

emerging from iodine emerge from the middle of the iodine adlayer d/2 and are subject to

reduced scattering. The I0,x are determined by comparison of the relative photoemission

intensities of clean W(110) (θ = 0) and saturated monolayers (θ = 1), assuming d = 3 Å and

inelastic damping according to the universal curve [225]. Subsequently, the coverage of the

sub-monolayer spectra is determined by fitting the relative photoemission intensities to the

model for each spectrum (0 < θ < 1). The precision of the coverage estimation is controlled by

repeating the outlined procedure for d = 1.5 Å and d = 4.5 Å, which determines the horizontal

error bars in figure 55 c,d. The smallest investigated coverages are around 25% of the saturated

monolayer, which equates to one iodine atom for every eight tungsten atoms at the surface. At

such low coverages, formation of two dimensional islands with local structure similar to figure

54 d is expected according to the extensive literature of halogen adsorption on metal surfaces

[223].

Partial desorption of the iodine adlayer only weakly affects the relative photoemission time

delay of electrons emerging from the W 4f core level, and the maximum decrease of ∆τ4d−4f is

limited to 11 as (see table 4) irrespective of the central photon energy of the XUV pulses. The

results are compiled in table 4. The success of the submonolayer experiments however rely

heavily on the enhancement of the I 4d photoemission cross section due to the so-called giant

dipole resonance [226, 227]. This further implies a heavily increased interaction of the outgoing

photoelectron wavepacket with the remaining electrons of the 4d subshell. This should lead to an

substantial increase in the the absolute photoemission time delay of the I 4d orbital. To this end,

further measurements of the attosecond time delay were carried out by Ossiander et al. [206] at

the attosecond beamline at TUM on mixtures of helium and low order iodine-substituted alkanes

(CH3I, C2H5I), which provide sufficient vapour pressure for gas phase attosecond chronoscopy

without additional heating systems at room temperature. The admixing with helium provides a
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Figure 55 Analysis of iodine coverage on W(110) by means of quantitative XUV photoemission spectroscopy. a) Spectra of
I/W(110) at photon energy 91.5 eV for different iodine coverages. The spectra are normalized to the total photocurrent b) Same
as a) for photon energy 103.1 eV c) Top: Relative photoemission intensity of I 4d orbital I4d/Itot (blue), W 4f orbital I4f/Itot
(red) and the composite valence band Ivb/Itot (green) as a function of fractional submonolayer coverage θ. Solid lines represent
model fits (see equation 4.2) Bottom: Relative Photoemission time delay ∆τ4d−4f as function of fractional iodine coverage θ (see
table 4). d) Same as c) for photon energy 103.1 eV

well-defined reference of the absolute photoemission time delay, i.e. the time between arrival

of the photon at the position of the atom, with superior accuracy and precision [20]. Indeed,

the absolute time delay increases by 25 as between photon energy 103.1 eV and 91.5 eV.

Attosecond streaking measurements on the surface and in the gas phase were carried out using

the same XUV multilayer mirrors in order to avoid systematic errors.

h̄ω (eV) TDSE (as) (θ = 1) TDSE (as) (θ = 0) DIFF (as) (θ = 1) DIFF (as) (θ = 0) τI4d (as)

91.5 97 ± 35 98 ± 57 90 ± 18 98 ± 29 51.5 ± 8.5

103.1 91 ± 12 90 ± 20 90 ± 8 79 ± 13 26.8 ± 3.1

Table 4 Relative photoemission time delay ∆τ4d−4f between electron wavepackets emitted from the I 4d and the W 4f orbitals
for saturated iodine monolayers and extrapolated to zero coverage. Iodine core level absolute photoemission time delay τ4d as
retrieved from gas phase measurements from iodine substituted alkanes and helium.

4.4.2.O/W(110)

Investigations of attosecond time delays from saturated monolayers of oxygen on top of W(110)

were initially motivated by questions about the influence of surface contamination on the

observed retardation of the W 4f core level photoemission w.r.t to the valence band [12, 35].

Such contamination is mostly associated with the adsorption of CO and O2 molecules on
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4 Broadband measurements of absolute photoemission time delays

the surface, which does contribute to the photocurrent in the valence band. These additional

contributions originate wholly outside the tungsten crystal hence appearing much earlier in the

NIR streaking field than the electrons originating within the solid, as observed for the case of

iodine.

Because the oxygen covered W(110) surface is readily obtained and investigated due to

its chemical stability and increased valence band photoemission yields especially at high

photon energies, the initial study of contamination induced systematic errors in the attosecond

chronoscopy was repeated at every other photon energy. The saturated (1x1) monolayer of

oxygen is obtained after exposure to > 1000 L of O2 at room temperature [228]. The molecule

dissociates during the adsorption process. The adsorption geometry of the saturated monolayer

of oxygen adsorbed at room temperature onto a W(110) surface is depicted in figure 56 along

with the LEED diffraction pattern.
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Figure 56 Geometry of oxygen adsorption monolayers on W(110). a) Possible adsorption sites of oxygen in the W(110) surface
unit cell. b) Vertical adsorption geometry and interlayer distances. c) Extended O/W(110) surface region for saturated monolayer
adsorption at room temperature showing random orientation of A/B adsorption domain boundaries. d) LEED pattern of W(110)
surface measured after 10 minutes of oxygen adsorption at room temperature. A saturated monolayer of oxygen atoms is visible
through alternating patterns of bright and dark diffraction spots. The increased inelastic background is explained mostly by the
increased kinetic energy of the scattering electrons of 450 eV, which is necessary to image multiple diffraction orders. e) XPS
spectrum of W(110) (blue) and O/W(110) (red) recorded with synchrotron radiation at photon energy 655 eV. The spectrum around
the main photolines are expanded in the insets.

Two distinct and equivalent triply coordinated adsorption sites for oxygen are present on the

W(110) surface, which cannot be occupied at the same time due to spatial overlap between

the oxygen atoms in adjacent adsorption sites within a single surface unit cell [228, 229]. This

implies the formation of distinct domains on the surface, which are randomly orientated in case of

room temperature adsorption [230]. For adsorption at elevated temperatures of 1000 K, a (1x12)
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4.4 Time-resolved photoemission from adsorbate covered surfaces

superstructure can be observed in LEED [228], which indicates an orientation of the domain

boundaries along the
(
111̄
)

and (11̄1̄) directions of the crystal [230, 231]. It was however

concluded that this additional organization parallel to the surface plane does not influence the

attosecond chronoscopy results [35]. The vertical distance between the topmost tungsten atoms

and the adsorbed oxygen atoms is between 0.84 Å and 0.91 Å, as determined in full-angle

photoelectron diffraction measurements [232, 231].

The spectral shape of the UV valence band photoemission is profoundly changed by the

adsorption of oxygen and strong hybridization between the W 5d and the O 2p orbitals [233].

In order to assess these properties at the photon energies accessible to attosecond streaking,

we recorded high-resolution photoemission spectra of the saturated O/W(110) surface with

narrowband synchrotron radiation at the ELETTRA synchrotron facility. The essential parameters

of the photoemission experiment are listed in section 4.3.1 and appendix C. The resulting

high-resolution spectra, their convolution with the Gaussian spectrum of the attosecond pulses

and the comparison with the photoemission spectra recorded with isolated attosecond pulses

are plotted in figure 57.
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Figure 57 Comparison of static photoemission spectra of O/W(110) for six central energies ranging from 103.1 eV to 145 eV
recorded with high-resolution photoemission at the Elettra synchrotron (grey area) and with HHG attosecond pulses in the lab
(red). The solid grey line represents a convolution of the high-resolution spectrum with a 4.5 eV Gaussian function, representative
of the reflection bandwidth of the XUV multilayer mirror.

The reduction of the background strength at 110.1 eV is likely an effect of partial saturation of

the electron detection electronics. The interpretation of increased background signal at the

other central photon energies is consistent with the W(110) dataset. Both a shift of the spectral

weight away from the Fermi-edge, which is clearly observed in the experimental data, as well

as a slight increase of the W(110) work function, unresolved with attosecond pulses, upon

oxygen adsorption are expected [233]. The inversion of the asymmetry of the valence band

photoelectron spectrum away from the Fermi edge and the strong increase of the combined

valence band photoemission is consistent for all photon energies (see figures 46 and 58). The
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4 Broadband measurements of absolute photoemission time delays

binding energies and relative amplitudes of the initial states assumed in the fitting algorithm are

extracted from [35]. All steady state spectra are again recorded without the electrostatic lens of

the TOF spectrometer to avoid saturation of the detection electronics.
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Figure 58 Static photoemission spectra of O/W(110) irradiated with attosecond pulses at 7 central energies ranging from 91.5 eV
to 145 eV. Red lines denote photoemission intensity before (light) and after (dark) splitted Shirley background (grey) subtraction.
Orange bars denote the central energy and intensity of initial states used in the delay retrieval procedure. Orange dashed line
represents the fitted Gaussian model.

For direct comparison of the attosecond photoemission spectra from W(110) and the saturated

O/W(110) monolayer, the corresponding spectra at 124.4 eV and 145 eV are plotted in figure

59.
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Figure 59 Direct comparison of normalized static photoemission spectra of W(110) (blue) and O/W(110) (red) for central photon
energies 124.4 eV (left) and 145 eV (right) both before (light shaded lines) and after splitted Shirley background subtraction.

Streaking spectra are recorded activating the electrostatic lens to speed up measurement times

especially at higher photon energies. The comparison of attosecond delay results wherever

experimentally possible, with and without the electrostatic lens yielded negligible differences

in case of O/W(110), too. Because the oxygen monolayer effectively passivizes the reactive

tungsten surface against further oxidation or adsorption [234], no additional precautions about

possible surface contamination or extrapolation is necessary during data evaluation, which

significantly improves the statistical error in the measurements.
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Figure 60 Attosecond streaking spectrograms from oxygen covered W(110) surfaces recorded with 6 different central photon
energies from 103.1 eV to 145 eV. At 91.5 eV, W 4f core level of O/W(110) is too weak for reliable attosecond chronoscopy.

In general, results of the relative time delay with the PIE method are about 10 − 20 as lower

compared with the results from the other delay evaluation methods. This is likely related to the

different weighting of the individual contribution of the valence band states to the total delay, with

the tightly bound oxygen orbitals emerging earlier at all photon energies. The PIE algorithm is

evaluated at the maximum of the valence band spectrum (see figure 84), which lies in the oxygen

band. The TDSE and DIFF algorithms on the other side do weigh the individual contributions

quadratically [20] in the least sqaures algorithm utilized for the determination of the analytic

parametrization (see appendix E.2). Both numerically calculated and experimentally measured

photoemission spectrograms are however treated in the same manner for delay extraction, which

should minimize systematic errors in their mutual comparison.

h̄ω (eV) 103.1 110.1 117.1 124.4 133.7 145.0

TDSE (as) 113.0± 5.6 81.1± 5.7 75.8± 2.6 87.2± 3.0 106.5± 6.0 83.2± 4.3

DIFF( as) 122.2± 4.4 91.4± 4.0 75.0± 2.2 95.2± 3.4 107.3± 4.8 103.3± 3.4

PIE (as) 94.4± 4.1 72.0± 2.8 64.4± 4.2 76.8± 3.7 89.3± 3.3 75.6± 3.4

∆τvb−4f,WO (as) 109.9± 9.5 81.5± 7.3 71.8± 5.5 86.4± 6.0 101.0± 8.1 87.4± 7.8

Table 5 Mean results and 95% confidence intervals of delay retrieval algorithms for O/W(110) (see figure 61). The averaged delay
∆τvb−4f,WO is referenced and plotted throughout the discussion of the results.
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Figure 61 a) Statistical distribution of relative photoemission time delay of W 4f core level w.r.t combined O/W valence band
∆τvb−4f , extracted from repeated attosecond streaking measurements. The different colours encode the respective methods
of evaluation (see appendix E) and central photon energies are marked in the top right of each plot. b) Statistical average of
∆τvb−4f for all delay extraction methods and central photon energies. Error bars denote 95% confidence intervals.
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4.5. Discussion

4.5.1.Intra-atomic scattering phase shifts

The discussion intra-atomic scattering effects follows the same arguments outlined for magne-

sium in section 3.4.1. For heavy elements like tungsten however, the effects of intra-atomic

scattering discussed in detail by Siek et al. for the case of WSe2 cannot be neglected any

more. At XUV to soft X-ray photon energies, the photocurrent originates mostly from initial

states derived from the 4f (l = 3) and 5d (l = 2) atomic orbitals. Outgoing photoelectrons are

retarded by the centrifugal barrier UL = l(l + 1)/2r2 significantly reducing the kinetic energy of

the outgoing electron in the immediate vicinity of the ionic core [32]. The additional time delay

experienced by electron wavepackets emitted from W 4f is calculated in the supplementary

information of [32] and extrapolated to the higher kinetic energies used in this study. Strong

deviation of the extrapolated behaviour would only occur around resonant core level excitations,

which modulate the photoemission time delay [133]. However, in the binding energy range

between 90 eV and 150 eV, no tungsten states are observed in the XPS spectra. The intra-atomic

scattering factors are neglected in the case of the conduction and valence bands as in the case

of magnesium similar to [32]. The results for the EWS and CLC delays are depicted in figure

62.
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Figure 62 EWS and CLC attosecond time delays for W4f core level and tungsten valence band. The CLC is referenced to the
image potential of the W crystal with Z = 1/4 (see section 3.4.1). The EWS delay for the delocalized valence band is zero
because no localized hole-potential is assumed [32].

While the retardation of the outgoing electron wavepacket cannot be ignored in case of the

W 4f core level and has to be accounted for when comparing numerical calculations from

one dimensional models and experimental results, the smooth shape of the W 4f curve does

not sufficiently explain the two main experimental observations, i.e. the local maxima of the

experimental delay at 130 eV and the strong in relative photoemission time delay between the

valence band and the 4f core level below photon energies of 110 eV. Resonant intra-atomic

processes contribution to the non-monotonic observation of the time delay in tungsten have

not been observed in theoretical calculations of the resonant and non-resonant photoionization

cross section of the tungsten atom [235].
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4 Broadband measurements of absolute photoemission time delays

4.5.2.Classical transport model

Similar to the case of magnesium (see section 3.4.2), it is instructive to calculate the photoe-

mission time delays from ballistic propagation with free electron velocities. Classical transport

theory (CTT) [236] in terms of the three-step model of photoemission was successfully used to

model the thickness-dependent attosecond time delays between photoemission from different

electronic core states in Mg/W adlayer systems [25]. Important parameters such as the elastic

and inelastic scattering cross sections and the spatial distribution of photoexcited electrons

inside the solid have to be deduced from empirical observations or DFT calculations. The

photoexcited high-energy electrons propagating within condensed matter are subject to energy

loss by inelastic scattering. Within the one-step theory of photoemission, inelastic scattering is

commonly introduced in the form of an imaginary valued optical potential, in essence dampening

the inverse-LEED wavefunction inside the solid and confining it to within the first few atomic

layers. This approach, while correctly reproducing the primary photoelectron spectrum, i.e.

electrons leaving the solid without inelastic scattering, does not include the generation of

secondary electrons.

Inelastic scattering delay

The time-dependent investigation of the secondary electron emission is so far limited to CTT

[236]. Sophisticated implementations of CTT calculate the elastic and inelastic scattering

cross sections from (TD)-DFT or from experimental data [237] and calculate the photoelectron

spectrum including secondary electrons with the Monte-Carlo method [97]. This approach

allows to draw quantitative conclusions about the secondary electron emission from attosecond

streaking spectroscopy [207]. More importantly, Lemell et al. calculated that the photoelectron

emission from the W 4f orbital spectrally overlaps with inelastically scattered electrons emitted

from valence and conduction band states. These electrons have propagated on average a

distance equal to one inelastic mean-free path inside the crystal before scattering and appear

delayed w.r.t. primary photoelectrons emitted at the same kinetic energy. This inelastic scattering

delay ∆τscatt amounts to 20 as at 105 eV for W(110) [206] and is expected to scale with the

relative photoemission intensity of the valence band and the 4f core level in tungsten and the

magnitude of the electron energy loss function [195] at the binding energy difference of the

valence band and the W 4f core level.

∆τscatt (h̄ω) = 20as · σvb (h̄ω)

σ4f (h̄ω)

σ4f (105 eV)

σvb (105 eV)
(4.3)

The relative photoemission cross sections for W 4f and W 5p core levels and combined

valence and conduction bands are evaluated both depicted in figure 63. Spectra recorded with

narrowband synchrotron radiation are convoluted with a FWHM Gaussian of 5 eV to account

for the increased spectral bandwidth and fitted using the same algorithm and wavepacket

parameters as used for the broadband spectra recorded alongside the attosecond spectra. The

scattering time delay ∆τscatt does in fact not contribute to the time delay of the primary W 4f core
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Figure 63 a) Relative subshell photoionization cross sections of the valence band w.r.t the 4f core levels extracted from static
photoelectron spectra (see figures 46, 50 and 58). b) Contribution to net time delay of the finite spectral overlap of 4f photoemission
with inelastically scattered electrons originating from the valence band extrapolated from the numerical result for W(110) at 105 eV
[206].

level photoelectrons, but falsifies the measurement thereof and should be treated as systematic

error instead. The true time delay of the photoelectron wavepacket is obtained by subtraction

of the scattering delay. This outlines the importance of developing photoemission models

beyond the approximation of the imaginary optical potential to correctly gauge, predict and

disentangle the individual contributions to the attosecond time-energy distribution of condensed

matter photoemission. However, for easier comparison with the experimental results presented

above, the scattering delay is added to the attosecond time delays predicted by the classical

and semi-classical transport models. Furthermore, it should be noted that the extrapolation of

∆τscatt discussed here serves only as a rough estimation for W(110) and W(100) and cannot

easily be applied to O/W(110), because the photoelectrons excited within the oxygen layer are

much less likely to scatter inelastically before leaving the surface compared to electrons emitted

in the tungsten bulk solid. This however is not a problem for the evaluations and model presented

hereunder, because only the W(110) delay enters the comparison between experiments and

numerical computations. It shall be noted here quickly that the scattering delay ∆τscatt for

Mg(0001) is negligible, because the magnesium electron loss function is small around energy

transfers of 45− 55 eV and the photoemission cross section ratio σvb/σ2p is much larger.

W(110)

In order to model the photoemission time delay it is necessary to assume or determine the depth

from which the electrons, which ultimately reach the detector, are excited. We compare the

high-resolution photoemission spectrograms recorded from W(110) and O/W(110) and using

the rich literature on tungsten photoemission associate the relative contribution of the surface

layer of tungsten atoms to different structures in the photoemission spectrogram. The valence

band synchrotron photoemission spectrum of W(110) is decomposed into three contributions
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4 Broadband measurements of absolute photoemission time delays

with distinct spatial profiles (see figure 64).
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Figure 64 a) High-resolution valence band photoemission spectrogram from W(110). Purple boxes outline the integration region
of the different contributions to the total photocurrent. b) Relative contribution of W 5d emission from surface atoms (σ5d,surf),
bulk atoms (σ5d,surf) and the delocalized W 6s band (σ6s) to the total valence band photocurrent. The assignment of the energy
regions is discussed in the text. c) Spatial and kinetic energy distribution of photoexcited electrons reaching the TOF spectrometer
immediately after photoabsorption. The inelastic scattering of the photoexcited electrons is introduced via the energy-dependent
mean free path λ [205]. Grey balls indicate the position of the tungsten atomic layers. The white line marks the position of the
jellium edge of the tungsten crystal.

A striking feature comparing valence band synchrotron energy-dependent photoemission

spectrograms from W(110) and O/W(110) is that despite the large change of the surface

core level shift (−321 meV→ 681 meV) upon oxygen adsorption, the 4f binding energy of the

second layer does not change [238]. This implies that only the surface atoms are significantly

influenced by the partial charge transfer to the oxygen adatom residing in the trifold coordinated

adsorption site. Analysis of the valence band photoemission reveals the dominant feature at

binding energies between 1.25 eV and 2.5 eV to be very similar in shape for both W(110) and

O/W(110) (see figures 64 and 66), which implies this feature to be associated with the W 5d

emission from the bulk atoms. However, one study does suggest that also the peak at 1.35 eV

binding energy at least in part to originates from a surface state, which shifts to 1.0 eV upon

oxygen adsorption [233]. This association is the major source of uncertainty in the overall peak

assignment. Photoemission from the region between the Fermi energy and 1.25 eV is known to

be associated with surface resonances or surface states [239, 240, 241] and we associate the

whole energy region with emission from the first atomic layer. The binding energy region beyond

4.0 eV is associated with the W 6s orbital, which is delocalized among all surface and bulk
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tungsten atoms. The W 6p orbitals do not contribute significantly to the electronic structure of

the tungsten valence band [97]. The spatial and kinetic energy density of photoexcited electrons

reaching the detector without inelastic scattering inside the crystal is modelled according to the

equations in section 3.4.2. Knowledge of the extrapolated scattering and EWS delays allows

the predictions of the absolute and relative attosecond time delays for W(110) and O/W(110)

according to the equations presented in section 3.4.2.

The resulting distributions of the starting positions along the W(110) surface normal and the initial

kinetic energies of photoexcited electrons directly after photoabsorption are plotted in figure

64. Electrons with these initial conditions propagate along the surface normal with free-electron

velocity accounting for the inner potential but neglecting the finite XUV pulse duration. The time

delay is recovered as the instant of the classical electron crossing the jellium edge. It should be

noted here that the elastic scattering as investigated in photoelectron diffraction experiments is

ignored in the classical simulations, because the elastically scattered electron travels the same

total distance within the crystal as in the case ignoring elastic scattering. Furthermore, at such

high kinetic energies, elastic scattering takes place predominantly in forward direction with little

momentum transfer. Results for both absolute and relative time delays of W(110) are depicted

in figure 65.
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Figure 65 a) Absolute photoemission time delays of W4f core levels and valence band predicted from the classical transport
model. The experimental absolute photoemission time delays of the W 4f orbital ∆τ4f,exp are transcribed from table 4. The
valence band time delay is obtained by subtraction of the relative time delay of the clean surface ∆τ4f−vb,exp (see table 2) from
the absolute W 4f time delay . Lightly coloured lines represent the pure transport time delay. Dark lines represent the predicted
photoemission time delay with corrections from inelastic scattering and EWS delays taken into account. b) Same as a), but for the
relative time delay between the W 4f core orbital and the valence and conduction bands.

The absolute time delay of photoemission of the W 4f orbital from the clean W(110) surface

is determined from the zero-coverage extrapolation of the I/W(110) and iodine gas phase

measurements and are well recovered by the simple calculation. It is noted that literature
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results of the IMFP calculation vary considerably between 4.1 Å [205], used here for best

agreement with experimental data, and 5.6 Å [97]. Measurements of the mean free path by

means of photoelectron diffraction including the elastic scattering term [242, 35] suggest a value

around 4 Å for the mean escape depth commensurable with the lower limit of the numerical

calculations.

Absolute time delays of the valence band are obtained by subtraction of the relative time delay

∆τvb−4f measured on the clean W(110) surface. The absolute delay of the valence band is

lower than predicted by the classical transport model. An underestimation of the group velocity

is highly unlikely, as calculations of the complex band structure and inverse LEED state of

W(110) show no states at the energy region around 100 eV, which propagate faster than the

corresponding free electrons [98]. It is thus much more likely that our spectral decomposition of

the 5d band between binding energies 0 and 3 eV does either underestimate the contribution

from surface states and resonances or misjudge their spatial distribution. The last point is

exemplified by DFT calculations carried out by C. Lemell and F. Libisch, which show that certain

surface states of W(110) are located outside the surface atom layer extremely close to the

jellium edge and are consequently emitted within 11 as, largely unaffected by inelastic scattering

[206].

The relative retardation of the W 4f photoelectron wavepacket is in qualitative agreement with the

classical calculations. However, specific features, such as the local maximum at 135 eV, are not

adequately reproduced in the calculations, which hints towards further important contributions

to the attosecond time delays. The most likely culprit is the energy-dependent group velocity of

the photoexcited electron in the high-energy conduction bands. The electron group velocity is

defined in terms of the band structure (see equation 2.27). Calculations of the inverse LEED

state and its decomposition into partial Bloch and evanescent waves [98] show a pronounced

minimum of the group velocity of the outgoing electron wavepacket for final-state energies

between 90 eV and 110 eV above the Fermi energy of the W(110) surface. This coincides well

with the observed local maximum at 135 eV accounting for the 32 eV binding energy of the W

4f orbital. Then again, reduced group velocities around 100 eV imply longer photoemission

delay times of the valence band at these energies, which contradict the experimental finding

(see figure 65). The shorter photoemission time of the valence band might be explained by the

different behaviour of localized and delocalized states around bandgaps in the final state band

structure, which was investigated by E.E. Krasovskii et al. with a quantum mechanical solution

to an 1D model potential inspired by the band structure of the tungsten crystal [99].

O/W(110)

Further corroboration of the link between the W 4f electron wavepacket retardation and the gap

in the high-energy band structure around final state of 100 eV is found in the experimental trace

of the energy-dependent photoemission time delay of O/W(110). The O/W(110) spectrum is
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decomposed into bulk and surface contributions in the same manner as in case of the W(110)

synchrotron photoemission data, accounting for an additional contribution of the bonding and

non-bonding pairs of O 2p electrons and the results are depicted in figure 66.
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Figure 66 a) High-resolution valence band photoemission spectrogram from O/W(110). Purple boxes outline the integration region
of the different contributions to the total photocurrent. b) Relative contribution of corresponding to W 5d emission from WO binding
orbitals and W(110) surface resonances (σ5d-2p), bulk atoms (σ5d,bulk) and the delocalized W 6s band (σ6s) to the total valence
band photocurrent. c) Spatial and kinetic energy distribution of photoexcited electrons, which reach the TOF spectrometer at the
end of their trajectory, immediately after photoabsorption. The inelastic scattering of the photoexcited electrons is introduced via
the energy-dependent mean free path λ. Grey balls indicate the position of the tungsten atomic layers. Red balls locate the
oxygen adlayer. The white line marks the position of the jellium edge of the tungsten crystal.

The bulk contribution to the W(110) valence band is again observed in the binding energy region

between 1.25 eV and 2.5 eV but with about 25% reduced intensity. This is in accordance with

increased inelastic scattering of the photoelectron passing through the oxygen adlayer. An

additional peak is observed at binding energy 3 eV irrespective of photon energy. This peak

is not observed for clean W(110) because the non-relativistic transition matrix element is zero

for this part of the band structure due to symmetry [233]. The oxygen adsorption breaks the

symmetry and results in a rearrangement of the charge density towards the surface. This type

of electronic state is called a split-off band and can be understood as the binding orbital of

the WO molecule. In our decomposition this band is located within the oxygen layer and the

surface tungsten layer alongside the band between the Fermi edge and binding energy 1.25 eV,
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4 Broadband measurements of absolute photoemission time delays

which is enhanced upon oxygen adsorption. It is thus conceivable that the surface resonances

mix with the O 2p states to form the chemical bond. The last region of interest are binding

energies in excess of 4.25 eV, which are associated with the remaining O 2p orbitals. The weak

tungsten 6s orbital is neglected as it contributes less than 10% to the observed photocurrent in

this energy region due to the high cross section of the O 2p orbital. The results of the classical

transport calculation for the O/W(110) surface are compiled in figure 67. Again, light colouration

represents the calculated electron TOF to the jellium edge, and dark colouration represents the

total time delay accounting for the EWS delay and the inelastic scattering.
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Figure 67 a) Absolute photoemission time delays of W4f and valence band predicted from the classical transport model. The
experimental absolute photoemission time delays of the W 4f orbital ∆τ4f,WO,exp are obtained from table 5) accounting for the
nearly constant time delay of the valence band of about 12− 14 as. Lightly coloured lines represent the pure transport time delay.
Dark lines represent the predicted photoemission time delay with corrections from inelastic scattering and EWS delays taken into
account. b) Same as a), but for the relative time delay between the W 4f core orbital and the valence and conduction bands.

Again, quantitative agreement between the calculation and the experimental data is found in

the photon energy region between 110 eV and 120 eV (see figure 67 b). For measurements

outside this interval the classical model underestimates the photoemission time delay similar to

the case of W(110). The position of the jellium edge is unchanged w.r.t. the calculations, which

is motivated by DFT calculations predicting non-zero density-of-states at the Fermi energy and

thus metallic character already within the first layer of tungsten atoms [229, 213]. Surprisingly,

within our calculations, the time delay of the combined O/W(110) valence band τvb,WO does not

change by more than 2 as over the full spectral range. This, along with the small change of W 4f

time delay for varying iodine adsorption, motivates the calculation of the absolute time delay

of photoelectrons from the W 4f orbital by adding the calculated τvb,WO to the experimentally

determined relative time delay for O/W(110) ∆τvb−4f,exp.
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4.5 Discussion

Absolute time delays

Combining the experimental results for I/W(110), O/W(110) and W(110) we can extract the

absolute photoemission time delays of both the photoelectron wavepackets originating from the

W 4f core level as well as from the W(110) conduction band (see figure 68).
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Figure 68 Temporal ordering schematics and experimental values of the absolute photoemission time delays of W 4f core level
and valence band of the W(110) surface. a) Time-ordering of the atomic chronoscope method implemented with atomic iodine
(h̄ω < 105eV ). The absolute photoemission time delays are linked to the theoretically predicted and experimentally verified time
delay of the 1s orbital of atomic helium via a series of attosecond streaking measurements. b) Time-ordering of the absolute
time delay calibration using adsorbed oxygen (h̄ω > 105eV ). The time delay absolute time delay of the O/W(110) valence band
is dominated by the above surface O 2p contribution and is estimated using classical transport calculations. The absolute time
delays of the W 4f τ4fand valence bands τvb are determined by adding/subtracting the experimentally determined relative time
delays for O/W(110) and W(110), respectively. c) Absolute time delays of photoemission of W(110). Predictions from the classical
transport model (light color), corrected for the intra-atomic EWS delay and inelastic scattering delay (dark color) are depicted as
solid lines.

The error bars in figure 68 are increased by 11 as w.r.t. the experimentally determined relative

time delay confidence intervals of O/W(110). This is is equal to the range of the variation of the

W 4f time delay upon adsorption of the saturated iodine monolayer. Hence, these increased

confidence intervals constitute a conservative estimate of the uncertainty of the oxygen adlayer

on the photoemission time delay of the W 4f core level. No core level excitations or other

resonant photoemission features are known in the photon energy range between 110 eV and

150 eV for W 5d or O 2p, which could induce strong deviations of the O/W(110) photoemission

time delay [235]. The absolute time delay of the valence band is again obtained by subtracting

the relative time delay determined on the clean surface from the absolute delay of the W 4f

photoemission. The absolute time delays at 91.5 eV and 103.1 eV are directly determined from

the I/W(110) and W(110) measurements (see figure 68 a)

τ4f,W = τ4d + ∆τ4d−4f (θ = 0) , (4.4)

τvb,W = τ4f,W −∆τvb−4f,W .
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4 Broadband measurements of absolute photoemission time delays

At photon energies above 103.1 eV, the absolute time delays are determined by adding the

relative time delay of the oxygen covered W(110) surface to the calculated values for the valence

band τvb,WO. Corrections due to the inelastic scattering are not necessary for conduction band

photoemission. The EWS delay of the oxygen 2p orbital is around 1 as, which can be gauged

from the calculations for the Mg 2p orbital (see figure 33) by shifting the curve by the difference

in binding energy between different 2p core levels (see figure 68 b)

τ4f,W = τvb,WO + ∆τvb−4f,WO , (4.5)

τvb,W = τ4f,W −∆τvb−4f,W .

The two determination methods disagree by about 20 as at photon energy 103.1 eV, which is

a further hint at an overestimation of the valence band photoemission times around the high

energy band-gap of the W(110) surface, as already discussed above. The direct determination

of the photoemission time delay from the I/W(110) coverage is deemed much more reliable,

because no spectral decomposition of the synchrotron spectrogram or assumptions about

the high-energy band structure are necessary. For higher-energies the photoemission from

O/W(110) is more and more dominated by the oxygen 2p orbital and the reliability of the classical

calculation strongly increases. This reduces the overall influence of the uncertainties of the

IMFP and the group velocity on the calculated valence band time delay, because a stronger

portion of the wavepacket is released already above the jellium edge of the W(110) surface

and instantaneously interacts with the NIR streaking field. Riffe et al. report that the W 4f

photoelectrons originating from the bulk are diffracted in the oxygen adlayer mainly in forward

direction [238, 232], thus experiencing only minute changes of their trajectories, which further

corroborates the comparability of core level emission for W(110) and O/W(110). The resulting

absolute time delays quantitatively agree with the experiment in the range between 110 eV and

120 eV. The pronounced local maximum around 135 eV is not predicted by the CTT calculation.

This suggests a reduced group velocity of the outgoing electron wavepackets around final state

energies of 100 eV in agreement with calculations of the inverse LEED state by E.E. Krasovskii

[98]. Furthermore, we find that valence band states behave counter-intuitively around the

final-state energy region at 100 eV and an advancement of the photoelectron wavepacket is

observed instead of the expected retardation, which is also in qualitative agreement with a 1D

TDSE calculation with a model potential inspired by the high-energy band structure of W(110)

[98, 99]. These hypotheses can be numerically investigated using the semi-classical model of

time-resolved photoemission discussed below.

4.5.3.Semi-classical Model

Having established the qualitative connection between the high-energy complex band structure

and the observed photoemission time delays for core levels, we further investigate its influence

by inserting the z-projected inverse LEED state wavefunction as final state into the semi-classical

model (see section 3.4.4). Because of the weak optical potential assumed in the DFT calculation
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of the inverse LEED states, the correct inelastic damping of the wavefunctions along the surface

normal was empirically applied by multiplication of an energy-dependent exponential damping

according to the IMFP [205]. Z-projected final state wavefunctions of W(110) for a few select

energies are depicted in figure 69.
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Figure 69 Z-projected inverse LEED wavefunctions of W(110) at select final state energies. The final-state energy is noted in
the top left of each panel and referenced to the Fermi energy (E − EF ). The dark lines show the energy-dependent exponential
damping envelope according to the IMFP [205]. The step-like reduction of the wavefunction amplitudes is indicative of the reflection
of the electron wave at the solid-vacuum interface.

The inverse LEED wavefunctions are calculated from the complex band structure of the bulk

tungsten crystal and composed of partial evanescent and propagating Bloch waves matched

with propagating free-electron waves outside vacuum in a variational ansatz with the ~k · ~A
method [123]. The final-state wavefunction at 100 eV is different from the rest as it appears to be

uniquely composed of a single evanescent wave damped inside the crystal much more strongly

compared to common expectation from IMFP calculations. Indeed this energy range coincides

with the pronounced minimum of the group velocity as discussed above. This is indicative of

a bandgap along the Γ−N symmetry line in reciprocal space. At final-state energies outside

of the minimum between 90 eV and 110 eV, the behaviour mimics the expected exponential

damping, with a step at z = 0 indicative of the reflection/transmission of the outgoing electron

wavefunction, which protrudes deep into the crystal bulk.

Initial state wavefunctions for bound valence and conduction band states are generated from a

Chulkov-like model potential [200] according to equation 3.20. The parameters of the Yukawa

potential used to generate wavefunctions of the 4f core levels are ζ = 1.23 Å and ay = 0.159 Å,

instead of the values given by Liao et al. [200], which result in a 3 eV broad, partly delocalized

W 4f core level incompatible with the experimental observation of narrowband 4f photoemission

spectra. These effective one-electron potentials along the associated highest and lowest-energy

initial states of the 4f core and combined valence and conduction bands and their band integrated

charge densities are depicted in figure 70.

In our first semi-classical simulation, the electrons propagate towards the jellium edge at
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Figure 70 Top: Effective one-electron potential (blue) and integrated charge density of the initial states of the combined valence
and conduction band states (left column) and the 4f core level (right column) around the crystal surface. Bottom: Lowest (orange)
and highest (green) energy bound state wavefunctions.

free-electron like velocities (see equation 2.28). The spatial dependence of the NIR field on

the atomic scale interface is known from TDDFT simulations [25]. The resulting attosecond

streaking spectrograms are evaluated with the same methods as the experimental data. The

experimental data is convoluted with a 4.5 eV FWHM Gaussian function to mimic the spectral

broadening of the final states for realistic optical potentials. Because the NIR streaking field

is known a priori in the simulation, absolute time delays can be evaluated straightforwardly by

comparing the retrieved optical waveform with the input pulse. The details of the numerical

simulation and tests of the numerical convergence are detailed in appendix F. The results of the

delay extraction are depicted in figure 71.
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Figure 71 a) Relative photoemission time delay calculated with the semi-classical model (solid line) of photoemission and their
comparison with experimental results (markers). The shaded area marks the variation in delay results obtained with different
retrieval methods as outlined in the text. b) Same as a), but for absolute photoemission time delays of W 4f core level (green) and
W(110) valence band (orange).
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Additional retardation of the W 4f photoemission due to the inelastic scattering and the EWS,

which are not evaluated within this simple 1D model are added to both the simulated curves

of the relative time delay as well as the W 4f absolute photoemission time delay similar to

their treatment in the classical transport model. We note that the semi-classical calculation of

the relative and absolute time delays does not depend on the specific decompositions of the

synchrotron spectrogram as in case of the classical transport model. The advancement of the

valence band electron wavepacket around the bandgap is well matched within the experimental

and numerical accuracies. The decrease of the penetration depth of the scattering wavefunction

of the final-state is thus directly and unambiguously linked to the observed advancement of the

photoemission of the delocalized state in agreement with the predictions from [99].

The retardation of the W 4f photoemission at final-state energies in the bandgap, however, is not

matched by the simulation. This motivates further investigation of the energy-dependent effective

group velocity of the photoelectron wavepacket. Calculating the inverse LEED-wavefunction in

terms of a partial wave decomposition based on the complex band structure, i.e. the electron

Bloch and evanescent waves, carries the advantage of accessing specific properties, such as

the group velocity vg of the electron wavepacket, directly. The result of the DFT calculation of

the inverse-LEED state for a realistic optical potential of 4.0 eV is plotted in figure 72.
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Figure 72 Group velocities of the inverse LEED state. The velocity of free electrons inside the solid is depicted as solid blue line
(see equation 2.28). The purple dots mark the group velocity of individual Bloch states. The thickness of the line is proportional to
the contribution of the individual partial wave to the total photocurrent. The group velocity of the strongest partial wave is marked
in red and introduced into the semi-classical calculations. Electron energies beyond the simulation range are assumed to be free
electron-like.

The details of the calculation by E.E. Krasovskii can be found in [122, 123, 98]. The thickness of

the purple line is proportional to the contribution of the partial wave to the outgoing photocurrent.

The fastest partial waves carry the strongest contribution to the photocurrent, because they are

least affected by the elastic and inelastic scattering. The energy axis is referenced to the Fermi

level and final state energies outside the calculation window are approximated with the free

electron velocity. The results for the adjusted relative and absolute time delays are compiled in

figure 73.

Accounting for the energy-dependent group velocity of the final state, we find up to 20 as

additional retardation of the W 4f group delay around 135 eV. The retardation of the valence

band photoelectrons around 100 eV, however is below 10 as, because of the diminished
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Figure 73 a) Deviation of absolute photoemission time delays accounting for the energy-dependent group velocity of the time-
reversed LEED state. b) Relative photoemission time delay calculated with the semi-classical model accounting for the energy-
dependent group delay (solid line) of photoemission and their comparison with experimental results (markers). c) Same as b), but
for absolute photoemission time delays of W 4f core level (green) and W(110) valence band (orange).

penetration depth of the final state around the high-energy bandgap. The overall agreement

improves considerably both in case of the relative and the absolute time delays from which we

conclude the importance of calculating and applying the correct group velocity and scattering

wave functions in numerical simulations of the attosecond time delay problems. The relative

and absolute time delays retrieved from the numerical calculations bear striking quantitative

agreement with the experimental data up to photon energies of 135 eV. At photon energies

beyond 135 eV, the time delay of the photoemission from W 4f is overestimated by 30 as.

One shortcoming of our model, which might be also linked to this observation is the usage

of initial states from a model potential and not from proper DFT calculations, which are not

orthogonal with the z-projected inverse-LEED final states, thus weakening the applicability of

the perturbation approach to the calculation of the photocurrent.

4.6. Conclusion

Summarizing both the experimental efforts on clean and adsorbate covered W(110) we can

quantitatively dissect the contribution of the individual microscopic mechanisms that constitute

the retardation of the outgoing photoelectron wavepackets w.r.t. to the arrival of the ionizing XUV

attosecond pulse at the W(110) surface. The absolute time delay of the 4f core orbital, complied

in table 6, is almost constant and the apparent energy-dependent change of the time delay can

be mostly traced back to the spectral overlap with inelastically scattered photoelectrons emitted
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from the W(110) valence band with energy loss close to the binding energy of the 4f level. The

true time delay between the arrival of the XUV pulse and the appearance of the photoelectron in

vacuum is found by subtracting ∆τscatt from the measured absolute time delay τ4f,exp.

h̄ω (eV) 91.5 103.1 110.1 117.1 124.4 133.7 145.0

τ4f,exp (as) 150± 36 106± 16 99± 17 88± 16 103± 16 119± 18 106± 18

τ4f,c (as) 147± 12 111± 9 102± 9 105± 9 107± 8 98± 8 70± 9

∆τscatt (as) 50 22 17 16 15 10 7

τ4f,EWS (as) 15 12 11 10 9 7 7

τ4f,ball (as) 83 77 74 72 70 69 68

τ4f,cbs (as) −1± 12 0± 9 1± 9 7± 9 13± 8 12± 8 −11± 9

Table 6 Individual contributions of the different microscopic mechanisms to the absolute photoemission time delay of the W(110)
4f core level.

The situation is quite different for the conduction band, for which a considerable reduction of

the absolute time delay is observed in proximity to the high-energy gap in the complex band

structure. The results for the absolute time delay of the conduction band are compiled in table 7.

The scattering and EWS delay of the high-energy conduction band photoemission and the is

neglected in accordance with [97] and [32], respectively.

h̄ω (eV) 91.5 103.1 110.1 117.1 124.4 133.7 145.0

τvb,exp (as) 66± 47 43± 20 54± 17 53± 15 67± 14 76± 18 66± 16

τvb,c (as) 61± 11 36± 9 48± 12 64± 10 50± 18 57± 6 64± 19

τvb,ball (as) 71 66 64 62 61 60 60

τvb,cbs (as) −10± 11 −30± 9 −16± 12 2± 10 −11± 18 −3± 6 5± 19

Table 7 Individual contributions of the different microscopic mechanisms to the absolute photoemission time delay of the W(110)
valence and conduction bands.

The semiclassical model agrees very well with the experiment with the exception of the data

point at 145 eV. The good agreement between the numerical calculations, restricted to the

surface normal so far, and the experiments, integrated over the whole first Brillouin zone with

the electrostatic lens, is at first surprising and encourages further study and refinement of the

employed semiclassical model of photoemission. This could feasibly be achieved by inclusion of

true ab-initio initial states obtained from contemporary DFT codes as well as using Monte-Carlo

transport integration of the electron trajectories.
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The observation of the relative time delay between the localized tungsten 4f core level and the

delocalized conduction band established a whole new and highly active field of ultrafast metrology

of fundamental light-matter interactions. This work aims at establishing a comprehensive

understanding of the essential microscopic mechanisms that constitute the resulting time delay

between XUV photon absorption and the appearance of the electron in the vacuum. To this

end, extensive experimental campaigns were undertaken to extend the existing knowledge

and experiments around photoemission timing spectroscopy beyond single energy, relative

time delay measurements using the attosecond streaking technique. Herein, the instance in

time of the electron traverse over the metal-vacuum interface is measured by recording the

modulation of the momentum induced by the Lorentz force of the NIR field, which is precisely

synchronized with the isolated attosecond XUV pulse acting on the electron. The instance

in time of the photoabsorption is determined by the arrival of the XUV pulse center at the

metal-vacuum interface. Relative photoemission time delays are recorded by comparing the time

delay of the momentum modulations as function of the XUV-NIR time delay. The absolute time

delays of the W 4f core level and the combined valence and conduction band remain unknown.

Over the years, a plethora of theoretical models ranging from classical transport theory to

semiclassical and quantum-mechanical one-dimensional model systems were implemented,

which identified a wide range of microscopic mechanisms for the observed time delays. A

comprehensive quantitative modelling of the individual contributions of the attosecond time delay

and its comparison with experimental results is lacking so far. Although significant progress

has been achieved in the theoretical and numerical modelling of attosecond chronoscopy of

solid samples, a time-resolved one step theory, i.e. a direct integration of the time-dependent

Schrödinger equation of the attosecond chronoscopy problem in three dimensions is hitherto

not computationally not feasible.

The first major result presented in this thesis is the identification of the effect of resonant and non-

resonant excitation pathways and their relevance to the photoemission time delays in magnesium.

This mechanism was proposed by A.G. Borisov et al. and using their model of time-resolved

photoemission, can be related directly to the electronic structure of the initial and final states of

photoemission. A key step realized within this thesis is the extension of attosecond streaking

from a single frequency measurement towards a broadband energy-dependent spectroscopy.

This is realized by utilizing a set of four different XUV multilayer mirrors in the AS-3 beamline

and by repeating the measurements to achieve statistical experimental uncertainties in the 10

as range.

Pushing energy-dependent attosecond streaking spectroscopy one step further, extensive

measurements of different clean and adsorbate covered tungsten single crystalline surfaces
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were undertaken to extend the bandwidth of attosecond chronoscopy on tungsten from 90 eV to

145 eV. In total, measurements with seven different XUV multilayer mirrors were recorded. While

such an extensive effort might strike as unreasonable on first glance, it not without this large

dataset that quantitative dissection of the results of solid state chronoscopy would be realized for

both relative and absolute time delays for the first time. Extending attosecond chronoscopy to

absolute time delays is possible by applying well defined adsorbate layers of iodine and oxygen

on the W(110) surface. The iodine 4d core level is located entirely outside the metal and serves

as an excellent reference of the arrival of the XUV pulse on the sample surface. However, two

auxiliary measurements had to be performed in order to demonstrate the ability and accuracy

of the determination of the absolute time delay via the surface adsorbate method. First, the

effect of the adsorbate overlayer on the tungsten 4f time delay has to be gauged. To this end,

partial desorption and in-situ XUV photoemission spectroscopy have been applied to generate

well-defined sub-monolayer coverages of iodine atoms on the tungsten substrate down to 1/4th

of the saturation coverage. Subsequent, extrapolation towards zero iodine coverage reveals that

iodine overlayer only increases the tungsten 4f photoemission time delay by 10 as, owing to the

dielectric property of the atomic iodine adlayer and the penetration of the streaking field.

Secondly, strong intra-atomic interactions of the outgoing photoelectron wavepacket with the

remaining 4d subshell give rise to the giant dipole resonance. While this enhancement of the

photoemission cross section around 100 eV photon energy is crucial in the aforementioned

measurements of small coverage iodine adlayers, additional intra-atomic between the arrival

of the XUV pulse at the position of the iodine atom and the release of the photoelectron

wavepacket is expected due to the increased intra-atomic interaction. Hence, measurements of

the absolute time delay were performed using mixtures of helium and small iodine-substituted

alkanes by M. Ossiander et al.. Combining all three measurements, we can determine the

absolute time delay of the W 4f orbitals and the combined valence and conduction bands on

the solid samples. Because of the rapidly diminishing photoemission cross section of I 4d

for photon energies beyond 110 eV, this method of absolute delay determination is limited

in bandwidth. High-resolution photoemission spectroscopy with energy-tunable narrowband

synchrotron radiation was carried out for W(110) and O/W(110). Valence band photoemission is

decomposed into bulk and surface contributions, which serve as inputs to a simple classical

transport calculation. Strikingly, the valence band delay of the O/W(110) is almost constant.

Knowing both the influence of the iodine overlayer and the valence band delay of O/W(110), the

absolute time delay of the W 4f orbital can be deduced. The absolute time delay of the valence

band follows by subtracting the relative time delay recorded on the clean W(110) surface. Hence,

absolute photoemission time delays of the core and valence band states of W(110) from 90 eV

to 145 eV have been determined.

Comparing these time delays to our semi-classical model using z-projected inverse LEED

states in the calculation, we find widespread quantitative agreement between experiment and
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theory. Both the effect of valence band photoemission advancement due to the reduced

penetration depth of the scattering final state wavefunction, as well as retardation of the core

level photoemission because of reduced group velocities around the high-energy bandgap,

are experimentally confirmed. Furthermore, we can quantitatively judge the contributions of

the high-energy band structure, inelastic scattering and the Eisenbud-Wigner-Smith scattering

phase. To our knowledge, this marks the first study to not only determine a single contribution

to the scattering time delay, but quantitatively address the full photoemission process from

the intra-atomic interaction within the parent atom, to the contributions of transport, scattering

and reflection of the outgoing photoelectron wavepacket within the high-energy complex band

structure of the crystal. The semi-classical model presented here guides our steps towards more

complete numerical models of time-resolved photoemission using Monte-Carlo simulations to

solve the classical transport equations including elastic and inelastic scattering and Kohn-Sham

quasiparticle wavefunctions for initial and final states capturing and dissecting all the intricate

electronic structure probed by the attosecond chronoscopy techniques.

The time delay of photoemission is complementary to the photoemission cross section as is the

quantum-mechanical phase to the probability density. Knowing both, opens up new pathways

into photoelectron spectroscopy and the many-body system underlying the physical behaviour

of dilute and condensed matter. Fully learning and modelling the absolute attosecond time

delays opens up the investigation of more intricate systems, i.e. strongly-correlated systems

like topological insulators or superconductors such as cuprates or other low temperature phase

transitions.
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A. Calibration of the TOF spectrometer

A typical measurement of attosecond chronoscopy has a total spectral bandwidth exceeding

50 eV at central kinetic energies of around 100 eV. Such large absolute and relative bandwidth

can only efficiently be measured with the time-of-flight (TOF) technique, wherein non-relativistic

electrons of different kinetic energies are dispersed along a fixed length in field-free propagation.

This necessitates the use of a short pulse excitation source, i.e. a picosecond or femtosecond

laser or electron gun. For all attosecond measurements presented in this work, a commercial

TOF spectrometer from Stefan Kaesdorf, Geräte für Forschung und Industrie (see figure 74),

which was custom designed and built to fit into the large experimental chamber, was utilized.
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Lp.a. L0 

MCP 

Figure 74 Schematic of the employed time-of-flight (TOF) spectrometer. Depending on the (positive) voltage Ulens applied to the
electrodes of the electrostatic lens, the collection efficiency can be enhanced for electrons within a certain kinetic energy range
by increasing the effective acceptance angle up to ±2.4◦. The regular acceptance angle for Ulens = 0 is ≈ ±2◦ (determined by
the diameter of the MCPs and the length of the drift tube). Adapted from [35].

The spectrometer consists of a µ-metal shielded field-free drift section of L0 = 425 mm and

a post-acceleration section of length 70 mm. The post-acceleration to 800 V ensures energy

independent electron detection efficiency. The first part of the field-free drift section is outfitted

with an additional set of cylindrical electrodes constituting an electrostatic Einzel lens, which

can be used to increase the cone angle of detection for electrons emitted from the sample from

±2.3◦ up to ±22◦ (see figure 75 c)).

In order to retrieve accurate photoelectron spectra we need to determine to two constants t0,

which is the arrival time of the laser pulse in the interaction region, and the length L0 of the free

flight path of the electrons.

Ef = ∆Φ +
1

2
mev

2 = ∆Φ +
meL

2
0

2(t− t0)2
, (A.1)

with ∆Φ denoting the work function difference between the target and the detector [112]. The
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A Calibration of the TOF spectrometer

arrival time of photons t0, sometimes called prompt, can be measured accurately from detection

events, which are created from photons scattered from the target into the spectrometer and

converted into electrons on the multi-channel-plate (MCP) electron amplifier, accounting for the

1.6 ns photon flight-time along the drift tube. The non-linearity of the time-to-energy conversion

necessitates a rescaling of the converted photocurrent spectral distribution I(Ef ) using

I(Ef ) = I(t) ·
∣∣∣∣ dtdEf

∣∣∣∣ =
t3

meL2
. (A.2)

In order to improve the number of electrons detected from the weak XUV excitation, an

electrostatic Einzel lens is installed, which improves the angle-of-acceptance of the electron

detection. The kinetic energy of the photoelectrons is modified during passage through the

electrostatic potential of the lens and thus equation A.1 is not valid any more. Instead the

conversion functions are calculated using charged particle trajectory simulations and provided

by the manufacturer (see figure 75 a). The signal enhancement of the electrostatic lens has

to be corrected for in order to retrieve accurate photoemission time delays from streaking

spectrograms. To this end, calibration measurements of the LMM auger photoemission from a

silicon crystal around 95 eV, which was selected because of its broadband and largely isotropic

emission, have been performed by Stefan Neppl [35] and are applied in all the data evaluations

presented in this thesis.
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Figure 75 Performance of the electrostatic Einzel lens of the TOF spectrometer as function of the electron kinetic energy. a)
Deviation of electron TOF from equation A.1 due to the acceleration in the electrostatic lens and post-acceleration section. b)
Signal amplification factor. c) Cone angle of the electron trajectories emitted by the sample and registered on the electron
detector.

The photoelectrons are amplified in the MCP electron amplifier and the pulses are out-coupled

through a capacitor in vacuum. The timing detection of the electron pulse is performed with

a constant-fraction discriminator (Ortec 9307) and a digital multi-scaler card (FAST ComTec

P7889) with a time resolution of 100 ps. The spectral resolution ∆Ef follows from the time

resolution of the detection electronics ∆t as

∆Ef =
1

L

√
8

me
E3/2∆t, (A.3)
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which equates to 0.45 eV for electrons with kinetic energy Ef of 150 eV, corresponding to the

highest energy electrons detected during the course of the experiments presented in this thesis.

The relative geometric trajectory deviation of electrons hitting the center and edge of the MCP

active area is negligible. However, a reduction of spectral resolving power of the TOF system is

observed if the electrostatic lens is activated.
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B. XUV multilayer mirror calibrations

The energy calibration of the time-of-flight spectrometer can be performed by using the nar-

rowband NOO auger electrons emitted from Xenon atoms [113]. Because the time-energy

conversion functions are known from charged particle trajectory simulations a priori, we can use

the direct photoemission from xenon to determine the XUV spectrum of the isolated attosecond

pulse. The mirrors at central energy 145 eV, 117 eV and 92 eV have been characterized with

reflectivity measurements using narrowband synchrotron radiation directly [214, 35, 93]. The

other multilayer mirrors used for the tungsten and magnesium projects have been calibrated

using the known binding energy of the Xenon 4d core level doublet (5/2: 67.5 eV 3/2: 69.5 eV)

along with the NOO auger emission (see figure 76).

The prompt t0 is determined from the spectrum directly. The work function differences ∆Φ are

adjusted to match the NOO auger spectrum between 8 eV and 36 eV kinetic energy with a

precision of typically 0.25 eV. The resulting values of ∆Φ are between 0 eV and 1.5 eV depending

on the activation of the electrostatic lens, possible space charge build-up at the graphite-coated

glass nozzle. These contributions are ignored on solid state spectroscopy measurements,

as they do not contribute to the attosecond delay. The photon energy is determined from a

least-squares fit of the resulting photoelectron spectrum of the 4d core level photoemission,

taking into account the energy-dependent cross section [243] and the spin-orbit doublet of

photoemission lines. The resulting central photon energies h̄ω and FWHM bandwidths ∆h̄ω are

summarized in table 8.

Design 105 112 118 124 135

h̄ω 103.1 110.1 117.1 124.4 133.7

∆h̄ω 4.6 3.5 4.0 4.8 4.0

Table 8 Results of XUV multilayer calibrations. All values in units of eV.

All central photon energies are within 2 eV of the desired design energy. Although the fit quality

suggests an error in determination of h̄ω on the order of 20 meV, application of the fitting

scheme on different spectra measured with and without the electrostatic lens on different days

reveal a fluctuation up to 1 eV, which is marked in the form of error bars throughout this thesis.

Furthermore, it should be noted that the intensity of XUV radiation in the cut-off region is most

often decreasing towards higher energy and this is expected to result in pulses centered at

reduced photon energy w.r.t. the XUV multilayer reflectivity curves. Also the central energy of

the reflectivity is shifted towards lower energy for larger angles of incidence of the incoming

XUV radiation. The design angle-of-incidence of all multilayer optics was 5◦. As a general

rule-of-thumb however, it should be noted that the alignment of the attosecond beamline and
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Figure 76 Calibration of central energy and bandwidth of XUV multilayer mirrors, which were not characterized by synchrotron
reflectrometry. Design energies from top to bottom: 105 eV, 112 eV, 118 eV, 124 eV, 135 eV. Left side: Xenon NOO auger
photoemission spectra confirming the precise calibration of the kinetic energy scale. Spectra measured with attosecond pulses
(blue) are compared to high-resolution spectra measured with synchrotron radiation (red) [113]. The weak lines at 25 eV kinetic
energy originate from Xe 4d shake-up resonances and are not present in the attosecond XUV spectra, because of the higher
photon energy. Right side: Xenon 4d core level photoemission spectra before (light blue) and after background subtraction (dark
blue). The Shirley background is indicated in grey. Least-squares fitting (orange) is employed for central energy and bandwidth
determination 8.

especially the spatial overlap of XUV and NIR beams is significantly easier, if the angle of

incidence on the double mirror is minimized and astigmatism in the imaging system is avoided.
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C. Calibration of synchrotron XUV flux and
photon energy

High-resolution spectrograms for W(110) and O/W(110) have been measured at the SuperESCA

beamline at the Elettra synchrotron in Trieste, Italy. The beamline consists of an 3.6 m undulator,

a refocussing plane grating monochromator (SXR-700, Zeiss) and an UHV surface-science

end-station equipped with a 200 mm hemisperical analyser (Specs). In order to determine

the energy-dependent photoionization cross section and spectral intensities necessary for the

implementation of the classical transport model (see section 4.5.2), the energy-dependent

photon flux has to be determined. This can be accomplished by direct measurement with a

calibrated XUV photodiode or in-situ by continuous measurement of the photocurrent generated

on the elliptical refocussing mirror Ifoc, which was done during our measurements. First the

energy-dependent quantum yield Q of the gold coating [91] has to be accounted for (see figure

77 a). Of course, only photons reflected from the gold mirror, which is irradiated at 2◦ grazing

incidence, contribute to the photon flux on target. On the other hand, only photons transmitted

through the surface of the gold coating contribute to the measured current. The final calibration

formula reads

Ih̄ω =
Ifoc
QRT

(C.1)

with T and R transmission and reflection coefficients, respectively obtained from [216]. The

results of the energy-dependent flux calibration for photon energies between 96 eV and 150 eV

are plotted in figure 77. Because the beamtime was allocated after a grating exchange inside the
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Figure 77 Calibration of synchrotron photon flux from photocurrent measured on the elliptical gold refocussing mirror. a) Measured
mirror current (blue) and gold quantum efficiency (red). b) Reflectivity and transmission of thick gold mirror at 2◦ grazing incidence.
c) Calibrated photon flux impinging on the sample for measurements of the full tungsten spectra (blue) and valence band spectra
(red).

monochromator, no calibration of the absolute photon energy scale was available. Fortunately,

because of the narrow natural linewidth of the W 4f photoelectron peaks, a calibration was easily

performed in-situ during the beamtime. The calibration procedure for O/W(110) is depicted

in figure 78. After splitted Shirley background subtraction, the W 4f spectral region is fitted
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Figure 78 Calibration of the monochromator of the SuperESCA beamline. a) Photon energy scan of W 4f core level of O/W(110).
The white line marks the fitted position of the bulk W 4f 7/2 peak with true binding energy 31.45 eV. b) Photoelectron spectra
(green) and fit (light green) with Doniach-Sunjic quadruplet for determination of binding energy, surface and spin-orbit splitting for
photon energies 100 eV to 150 eV in 10 eV steps. Spectra are vertically offset for clarity. c) Determined deviation between set
photon energy and true photon energy.

with at quadruplet of Doniach-Sunjic [244] functions accounting for the splitting due to different

chemical environment of oxygen bound surface tungsten atoms and bulk tungsten atoms and

the spin-orbit splitting (see figure 78 b). The surface peak of O/W(110) actually consists of

three distinct spin-orbit doublets obtained by different loading of the three doubly degenerate but

mutually exclusive adsorption sites [238]. For the sake of simplicity, the surface peak is fitted by

an increased natural linewidth of 200 meV sufficient for determination of the binding energies.

The other peak parameters along with the binding energy of the bulk peak of W 4f 7/2 of 31.45

eV are obtained from the rich literature on tungsten photoemission [245].

Unfortunately a hydrogen background was present during the photoemission experiments in the

UHV environment despite the low background pressure of 5 · 10−11 mbar, which complicates the

data evaluation of W(110) photoemission. The surface-core-level shift (SCLS) of the W 4f level

is extremely sensitive to small amounts of contaminations and the literature value of −321 meV

[246] could only be maintained for few minutes after high-temperature treatment of the tungsten

crystal, insufficient to record full photoemission spectrograms. Photoemission from the valence

band is much less sensitive towards hydrogen contamination as depicted in figure 79.

Two energy-dependent photoemission spectrograms are recorded 60 minutes and 120 minutes

after heating of the tungsten crystal to 2300 K. The difference between these two spectrograms is

scaled by the factor 1.5 and subtracted from the 60 minute spectrogram to reveal the spectrogram

without contamination. A spectrum 3 minutes after the high-temperature annealing of the sample

was recorded at photon energy 110 eV and compared with the corrected spectrum (see figure 79)

revealing near perfect subtraction of the adsorbate state at binding energies above 6 eV, which

are attributed to low amounts of O atoms and CO molecules on the surface. The photoemission

close the Fermi edge is 25% weaker compared with the clean spectrum recorded 3 minutes

after high-temperature annealing, which is indicative of the surface resonance nature of the

initial states close to the Fermi energy [239].
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Figure 79 a) Top: Valence band photoemission spectrogram as function of energy taken 60 minutes (left) and 120 minutes
(right) after heating of the sample. Bottom: W(110) photoemission decomposed into contributions of the clean surface (left) and
accumulated contamination (right) b) Comparison of corrected photoemission spectra before (red) and after correction (green) with
photoemission from clean W(110) substrate measured 3 minutes after sample heating. All spectra are normalized to maximum
value. Additional photocurrent contribution of adsorbate states is almost exclusively located at binding energies larger than 6 eV
and almost completely removed by the correction procedure.
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D. Ultrashort optical pulse characterization

As laser pulses of increasingly shorter duration are created with modern lasers, so rises the

necessity for accurate temporal characterization [247]. Because femtosecond pulses elude direct

measurement with conventional electronics, a pump-probe measurement with equally short laser

pulses is necessary. In attosecond physics, record time resolution for characterization of optical

light fields is obtained with the attoscond streaking technique [248]. However, the experimental

complexity of the attosecond streaking apparatus and its limitation to the characterization

of sub-two cycle laser pulses necessitates the utilization of different pulse characterization

techniques.

D.1. Frequency-resolved optical gating

The most widespread contemporary femtosecond pulse characterization technique is the

frequency-resolved optical gating (FROG) technique introduced by Kane and Trebino [249].

Herein, the output spectrum P (ω, τ) of a nonlinear interaction of the probe pulse with either

a known reference gate pulse (XFROG) or with itself (FROG) is recorded for a series of time

delays τ .

The output of the Ti:Sa CPA systems used throughout this work has been characterized

with second harmonic generation (SHG) FROG. The output of the nonlinear hollow-core fiber

compression has been characterized using transient-grating (TG) FROG.

D.2. Ptychographic iterative engine

A new development of ultrashort pulse measurement is the use of ptychographic phase-retrieval

algorithms in time domain [250]. Whilst originally developed by Walter Hoppe [251] to extract

phase information without ambiguity from the combination of several electron diffraction patterns

from a spatially shifted sample, it has found widespread use in X-ray microscopy with synchrotron

[252] and HHG [253] radiation due to the fact that it can be used to achieve lens-less diffraction

limited resolution.

Its application to the time domain is surprisingly straightforward, as the formula of the FROG

spectrograms resemble far-field diffraction patterns [250]. A special treat is the so-called

extended ptychographic iterative engine (PIE), which allows to use both unknown pulse and

gate and retrieve both from the strongly overdetermined spectrogram.
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D.2 Ptychographic iterative engine

SHG-FROG

The input pulse is split in a Michelson-type interferometer and the two replica of the pulse are

superimposed under a finite angle in a 20 µm Beta-Barium Borate (BBO) crystal [254]. The

sum-frequency component of the nonlinear interaction appears in between the two input beams

and is isolated with an iris aperture and directed onto an UV-VIS spectrometer. Variation of the

pulse delay in the interferometer yields the SHG-FROG spectrogram PSHG(ω, τ) of the input

pulse E(t) under investigation

PSHG(ω, τ) ∝
∣∣∣∣∫ dtE(t) · E(t− τ) · eiωt

∣∣∣∣2 . (D.1)

Because the symmetry of the resulting spectrogram w.r.t. the pulse-gate delay τ , the time direc-

tion of the pulse retrieval is ambiguous and can only be determined in a second measurement

placing a known amount of dispersive material into the beam path [254].

The PIE algorithm in the case of SHG-FROG is described in much detail in [255] and reviewed

here quickly. The exit field Sn(t; τ) corresponds to the spectrum measured at delay τm in the

n-th cycle of the reconstruction algorithm

Sn,m(t; τm) = En(t) · En(t− τm). (D.2)

A precise calculation of the time-shifted electric field is obtained via the Fourier-shift theorem

En,m(t− τm) = F−1
{
F {En,m(t)} · eiωτm

}
. (D.3)

The Fourier transform of the output spectrum S̃n,m(ω, τm) = F {Sn+1,m(t; τm)} is calculated in

every step (n,m) and its amplitude is replaced by the measured spectrum

S̃n+1,m(ω; τm) =
√
PSHG(ω; τm) · S̃n,m(ω; τm)∣∣∣S̃n+1,m(ω; τm)

∣∣∣ . (D.4)

And after inverse Fourier transform Sn+1,m(t; τm) = F−1
{
S̃n+1,m(ω; τm)

}
, the difference is

applied to the electric field via the regularized error function [256]

En+1,m(t) = En,m(t) + β · U · (Sn+1,m(t; τm)− Sn,m(t; τm)) , (D.5)

with

U =
E†n,m(t− τm)

(1− β) · |En,m(t− τm)|2 + β ·max
{
|En,m(t− τm)|2

} . (D.6)

One full cycle over all measured delay steps τm completes one iteration n of the PIE. Both the

order of the delay steps as well as the parameter β is randomized in every iteration n of the iPIE,
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which decreases the likelihood for the algorithm to regress into local minima [255]. The algorithm

can be started from a random input for E(t) however significant improvement of convergence

and reliability is achieved if the initial guess is either produced from the delay-integrated spectrum

or frequency-integrated temporal envelope of the measured spectrogram. The result of the ePIE

algorithm of the compressed Ti:Sa amplifier output is depicted in figure 17.

TG-FROG

Because of the limited phase-matching bandwidth of SHG in BBO crystals a different nonlinear

interaction has to applied to pulse characterization of the sub-two cycle pulses [257]. One such

method is dispersionless TG-FROG [258], where three replica beams are generated in the

so-called BOXCARS geometry with an appropriate mask and superimposed inside a thin glass

plate by reflection from a split focussing mirror. Two of the beams generate a transient refractive

index grating via the Kerr-nonlinearity (see eq. 2.37) from which the third beam is diffracted

along the direction of the fourth corner of the BOXCARS configuration. This beam is isolated

with an iris aperture and detected in a commercial grating spectrograph as function of the delay

between the first and second pulses and the third pulse. The spectrum of the refracted radiation

is recorded as a function of the delay of the third pulse replica generating a FROG spectrogram

PTG(ω, τ) ∝
∣∣∣∣∫ dtE(t) · |E(t− τ)|2 · eiωt

∣∣∣∣2 . (D.7)

Because of the finite crossing angle of the beams in the nonlinear medium significant temporal

smearing of the FROG signal is observed, which results in instability of the PIE algorithm due

to the increased time-bandwidth product. This can be avoided by substitution of the pulse

intensity envelope with an independent intensity-gate function |E(t− τ)|2 → |G(t− τ)|. The

ePIE iteration procedure presented above now is applied twice during each iteration (n,m) and

updates both the pulse and gate functions according to

En+1,m(t) = En,m(t) + βE · UE · (Sn+1,m(t; τm)− Sn,m(t; τm)) (D.8)

Gn+1,m(t) = Gn,m(t) + βG · UG · (Sn+1,m(t; τm)− Sn,m(t; τm)) ,

with

UE =
G†n,m(t− τm)

(1− βE) · |Gn,m(t− τm)|2 + βE ·max
{
|Gn,m(t− τm)|2

} (D.9)

UG =
E†n,m(t+ τm)

(1− βG) · |En,m(t+ τm)|2 + βG ·max
{
|En,m(t+ τm)|2

} .
The intensity constraint Gn+1,m(t) = |Gn+1,m(t)|, which is applied after each iteration ensures

the correct application of the TG-FROG spectrogram function (see equation D.7). The result of

the ePIE algorithm of the sub-two cycle laser pulse used for HHG is depicted in figure 19.
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E. Photoemission time delay extraction
algorithms

Extraction of minute attosecond photoemission time delays from attosecond streaking spectro-

grams is a challenging task, especially when considering photoemission from condensed matter

targets, because of the significant background from inelastically scattered electrons and the

spectral overlap of photoelectrons released from different initial states and bands, the coherence

properties of which on the attosecond timescale are in general unknown. The focus of this

appendix is to present the delay retrieval algorithms utilized throughout this work in a compact

and concise manner.

The first class of delay extraction algorithms, called center-of-energy (COE), relies on the

inversion of the classical solution to the streaking trajectory by calculating the delay-dependent

spectral shift of the ejected photoelectrons (see equation 2.33), from which the photoemission

time delay and further parameters of the NIR field are extracted using least-squares fitting. All

other algorithms rely on the quantum mechanical formalism 2.5.2, solution of the time-dependent

Schrödinger equation in the strong-field approximation (see equation 2.35) with the central

momentum approximation (CMA). The photoemission time delay can either be extracted from

Gaussian parametrizations of the XUV and NIR fields (TDSE,DIFF) or by direct solution of the

phase inversion problem (FROG,PIE). Furthermore a plethora of methods for delay extraction

has been developed over the last twelve years both applying the CMA [127, 259] and more

recently beyond the CMA [260, 261, 262].

E.1. Center-of-energy algorithms

The relative photoemission time delay can be extracted from an attosecond streaking measure-

ment by separating the streaking spectrogram into separate regions and calculating the mean

kinetic energy for each delay τ of either from the first-moment of the spectrum after background

subtraction

E
(q)
kin(τ) =

∫ Eq,max
Eq,min

dE E · P (E, τ)∫ Eq,max
Eq,min

dE P (E, τ)
, (E.1)

∆Eq(τ) = E
(q)
kin(τ)− E(q)

kin.

The mean first-moment kinetic energy E(q)
kin is subtracted to yield the delay-dependent streaking

energy shift, which is linked to the laser intensity according to 2.33.

129



Appendix

-4 -2 0 2 4

80

100

120
117.1 eV

80 90 100 110 120 130
0

0.5

1

-4 -2 0 2 4
-4

-2

0

2

4

E 
   

   
(e

V)
ki

n

W 4f W VB
0 0.05 0.1-0.2

0

0.2

(fs)

I (
a.

u.
)

(fs)

a) b)

c)
E     (eV)kin

E
   

  (
eV

)
ki

n

Figure 80 Implementation of the COE algorithm with first-moments for W(100) measured at photon energy 117.1 eV in August
2016. a) Kinetic energy spectra for delay corresponding to maximum negative streaking shift (dark blue) and maximum positive
streaking shift (light blue). Colour shaded regions indicate integration regions of first-moment determination. b) Measured
attosecond streaking spectrogram. First moments marked in white. c) Streaking shift ∆Eq of the photoelectron kinetic energy for
each delay slice of the spectrogram alongside the streaking shift resulting from the fitted vector potential. The photoemission time
delay ∆τ can be directly extracted from the time delay of the zero-crossing of both kinetic energy shift curves visible in the inset.

Dropping the quadratic term, which is motivated by the small NIR intensities utilized on solid

state targets, the streaking energy shifts are fitted with the linear form of equation 2.33

∆Eq(τ) = ∆Eq0 · e−4 ln 2(τ−∆τq)
2/τ2

L · sin
(
ωL (τ −∆τq) +

1

2
β2 (τ −∆τq)

2 + ΦCE

)
. (E.2)

The vector potential of the laser field is parametrized as Gaussian pulse with FWHM duration τL,

central frequency ωL with linear chirp β2. The fitting parameters τq denote the time delay of the

various photoemission bands (2p,4f,VB) under investigation. Because of the difficulties arising

from fitting multiple parameters inside a periodic function, the Levenberg-Marquardt algorithm

implemented in MATLAB fails in general to converge to the correct physical solution of the pulse,

if not provided with a sufficient range of temporal delays and very good starting values. To

ensure convergence, the central frequency wL is determined through Fourier transform prior

to the fit and the CEP and the linear chirp are sequentially fitted with a wide range of starting

values. The best fit is chosen for photoemission time delay determination.

Furthermore, the streaking energy shift can be obtained from least-squares fitting of a sum of

Gaussian functions chosen to reproduce the unstreaked photoemission spectrum [32]. The

FWHM width of the Gaussian functions ∆EFWHM is defined globally in order to reproduce the

XUV bandwidth and shape of the photoemission spectrum in absence of the NIR field. The fit is
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E.2 Time-dependent Schrödinger equation algorithms

performed for each delay slice of the spectrogram independently

min
∆Eq(τ),aq(τ)

||P (Ekin, τ)− Pfit(Ekin, τ)||2 , (E.3)

Pfit(E, τ) =

Q∑
q

aq

Nq∑
iq

aiq · e−4ln2(EB,iq−∆Eq(τ)−E)
2
/E2

FWHM ,

wherein each photoemission band q is represented by a set of Nq Gaussian functions with

amplitudes aiq and kinetic energies Ei,q in absence of the NIR field. The total amplitude of each

band aq and streaking energy shift ∆Eq are fitted for each delay slice of the spectrogram using

the Levenberg-Marquardt algorithm. The initial states and Gaussian fits are depicted in figures

46, 50, 58 and 30.

E.2. Time-dependent Schrödinger equation
algorithms

More sophisticated methods of analysis of attosecond streaking spectrograms rely on the

quantum-mechanical formalism 2.5.2. The numerical effort in calculation of streaking spec-

trograms can be greatly reduced by implementation of the central-momentum approximation

(CMA)

〈p− eAL(t)| x̂ |i〉 = 〈pc| x̂ |i〉 , (E.4)

ΦV (p,A(t)) = ΦV (pc, A(t)),

i.e. the replacement of the time-dependent photoemission matrix element by its mean value

over the bandwidth of the XUV pulse. The numerical integration can be implemented via inverse

Fourier transform. This is necessary to implement efficient delay-extraction algorithms and for

handling large data sets. In this work a Gaussian parametrization of the NIR vector potential

AL(t) and XUV pulse EX,iq(t)

EX,iq(t) = F−1
{
aiq · e−4ln(2)(w−wX−EB,iq)

2
/∆w2

X · e−i
i
2
βX(w−wX−EB,iq)

2}
(E.5)

AL(t) = A0 · e−4ln(2)t2/t2L · sin
(
ωLt+

1

2
βLt

2

)
(E.6)

is fitted to the measured streaking spectrograms using a least-squares algorithm [13, 24]. As

first introduced in [20], the XUV pulse is parametrized in the spectral domain and calculated

in the time domain via inverse Fourier transform. Hence, the spectral bandwidth of the XUV

pulse and its chirp are decoupled, in contrast to the pulse definition in the time domain. The

inverse Fourier transform is usually performed analytically, however numerical implementation

additionally allows to account for energy-dependent photoemission dipole matrix elements to be
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inserted directly into the evaluation. The additional numerical effort is in most cases negligible.

The convergence reliability and speed can be greatly enhanced by predetermining the NIR laser

field using the COE algorithms and inserting the solution as starting parameters into AL(t). A

set of initial states iq with binding energies EB,iq and cross sections a2
iq

are defined to match

the spectral envelope of the photoelectron spectrum in absence of the NIR field. These initial

states and Gaussian fits are depicted in figures 46, 50, 58 and 30 and are generated from the

high-resolution photoemission spectra.

TDSE

The photoemission spectrogram is calculated and the least-squares error function is minimized

with the Levenberg-Marquardt method

min
ωX ,βX ,aq ,A0,tL,ωL,βL,ΦCE

||P (Ekin, τ)− Pfit(Ekin, τ)||2 , (E.7)

Pfit(Ekin, τ) =

Q∑
q

aq

Nq∑
iq

∣∣∣∣aiq ∫ ∞
−∞

dtEX,iq(t+ τ) · e−iΦV (t;piq )

∣∣∣∣2 ,
ΦV

(
t; piq

)
=

∫ ∞
t

dt′
(
piq · eAL(t′)

)2
.

The background is calculated with the splitted Shirley method from the reference spectrum

and applied to all delays (see figure 81). This background model assumes fully incoherent

background emission spanning few-fs time scales. This approximation is reasonable for multiple

electron-hole excitation and deep-multiple plasmon contributions. Electrons only subject to a

single scattering event traverse the crystal surface within 100 as of the direct photoemission. In

the case of the Mg(0001) photoemission, the singly scattered electrons are all located in the

narrowband single plasmon peak. Because of the large number of plasmon peaks, no timing

information can be obtained about the timescale of the plasmon scattering in the W(110) and

W(100) measurements.

DIFF

The second method of background subtraction, featured prominently in gas-phase streaking

experiments [13, 20], is deemed the differential method. Herein, the derivative along the delay

axis of the spectrogram is used as minimization target of the least-squares algorithm

min
ωX ,βX ,aq ,A0,tL,ωL,βL,ΦCE

∣∣∣∣∣∣∣∣ ∂∂τ P (Ekin, τ)− ∂

∂τ
Pfit(Ekin, τ)

∣∣∣∣∣∣∣∣2 . (E.8)

This has the distinct advantage not to introduce additional free parameters into the data

evaluation process. Furthermore, additional weight is given to the delay region of maximal

streaking shifts [13] (see figure 82 c,d). The DIFF method necessitates a strong streaking NIR

field to generate significant intensity contrast along the delay axis for evaluation, which proves
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Figure 81 a) Measured attosecond streaking spectrogram of W(100) photoemission measured at photon energy 117.1 eV. b)
Background calculated from with the splitted Shirley algorithm. c) Measured spectrum after background subtraction P (Ekin, τ).
d) Reconstructed spectrogram Pfit(Ekin, τ) generated with the Gaussian parametrization of the quantum-mechanical formalism.

problematic if multiple narrow spaced photoemission lines or satellites are to be investigated.
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Figure 82 a) Measured attosecond streaking spectrogram of W(100) photoemission measured at photon energy 117.1 eV.
b) Reconstructed spectrogram generated with the Gaussian parametrization of the quantum-mechanical formalism. c) Delay
differential of attosecond streaking spectrogram for background removal. d) Reconstruction of delay differential. Valence band
spectral region amplified by factor 16 for visual clarity.

E.3. Ptychographic algorithm (PIE)

The evaluation of attosecond streaking spectrograms is an incarnation of the 2D phase retrieval

problem commonly encountered in ultrashort pulse characterization problems called frequency-

resolved optical gating (FROG). Hence, it was recognized early on that algorithms used for

femtosecond pulse characterization based on generalized projection [249] could be extended into

the attosecond realm [127, 128]. When the ptychographic iterative engine (PIE) was first applied
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to ultrafast pulse reconstruction [250], its application to attosecond streaking spectroscopy

was straightforward [263]. The PIE is explained in detail in appendix D for TG FROG, which is

equivalent to the algorithm for attosecond streaking spectroscopy, with the one notable difference

being the replacement of the intensity gate constraint with a pure phase gate constraint

Gn+1,m(t) =
Gn+1,m(t)

|Gn+1,m(t)|
. (E.9)

The results of the converged PIE algorithm for a single measurement are depicted in figure

83.
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Figure 83 a) Streaking spectrogram of Mg 2p level and associated plasmon loss satellites. b) Streaking spectrogram of Mg
valence band states and associated plasmon loss satellites. c,d) Streaking spectrograms reconstructed with the PIE algorithm.
e,f) Temporal amplitude and phase of reconstructed XUV fields EX(t). g,h) Spectral amplitude and phase of reconstructed XUV
fields Ẽω(t). i) Vector potential of infrared field calculated form both spectrograms in each iteration. j) Frog error of reconstruction
for Mg 2p (red) and valence band (blue) photoelectron wavepackets.

The PIE evaluation relies on the applicability of the CMA, which is in general invalid for attosecond

chronoscopy, because the relevant information is spread out over a large bandwidth, i.e. 70 eV
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in case of the Mg experiments at kinetic energies as low as 45 eV. The stringent requirement can

be relaxed by separating out the spectral regions of interest and applying the CMA independently

for each section [20]. Suitable start values for XUV pulses are generated by Fourier transform of

the reference spectra recorded 300 fs after the NIR pulse. The delay-dependent first moment

(see appendix E.1) is used to generate a suitable starting vector potentialAL. After each iteration

of the delay-loop of the ePIE, the vector potentials are extracted from both gate pulses and

equally mixed to generate a new vector potential reinserted into the loop. A nonlinear spectral

filter is implemented to dampen any frequency components unphysical to the broadened Ti:Sa

laser. The update of the phase gate is omitted in several sections of the PIE loop, in particular

during the last set of iterations. This constraint ensures the relative photoemission time delay

not to be hidden in the time delay between the vector potentials of the two phase gates, but

forcibly introduced into the XUV pulses instead. The algorithm converges from the Fourier limited

guess pulse within few tens of iterations (see figure 83 j), which correspond to few seconds of

calculation time on a 4-core Intel I7 laptop CPU in an non-optimized MATLAB implementation.
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Figure 84 a) Results of PIE retrieval for Mg 2p spectral region and 124.4 eV excitation. Spectral intensity marked in red. Group
delay marked in blue. Shaded areas mark 95% confidence area. b) Same as a), but for valence band photoemission. c) Relative
group delay τg,vb−2p.

It should be noted that the obtained XUV pulse FWHM duration of 180 as strongly underestimates

the real XUV pulse duration of 450 as obtained from the TDSE and DIFF algorithms, because of

the assumed full coherence between direct photoemission and plasmon satellites. Still, relative

photoemission time delays can be extracted from the spectral representation of the pulse Ẽω(ω).

The photoemission time delay is extracted from the group delay τg yielded by derivative d/dw of
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the spectral phase θw

θw = arg (F {EX(t)}) (E.10)

τg = − d

dw
θw.

Repeated measurements are aligned to match their maximum intensity of photoemission, i.e.

Mg 2p or W 4f peak, and the free choice of the constant offset of the group delay is set to zero

at this point. The mean delay and statistical error of the PIE retrieval data set is evaluated

by averaging the results of all individual measurements and evaluated at the maximum of the

retrieved spectral amplitude (see figure 84).
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F. Details of the numerical calculations

The semiclassical simulations are performed on a spatial grid of size 106 Å divided among 2048

points and a temporal grid of size 9.6 fs comprised of 8192 points. The inverse LEED states are

interpolated on the same spatial grid. The 31 layer magnesium or tungsten slab is placed in the

center of the simulation field. Simulations are carried out assuming Gaussian Fourier-limited

FHWM pulse durations of 480 as and 3.6 fs for the XUV and NIR fields, respectively. The

central energy of the XUV field is varied from 90 to 150 eV in steps of 2.5 eV. Because the

classical propagation step is carried out per final state and not per photon energy as in case

of direct integration of the TDSE, achieving good spectral resolution of the photon energy is

computationally quite cheap. The convergence of the numerical simulations is by reducing either

number of spatial grid points or temporal grid points by a factor of two. The difference between

both sets of computations and the full grid computation is depicted in figure 85.
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Figure 85 Analysis of numerical convergence of attosecond time delays obtained with the semiclassical model for W(110). a)
Change of relative and absolute time delays upon reducing temporal grid resolution by a factor of two. b) Same as a) but for
spatial grid resolution. c) Same as a) but for classical trajectory integration step.

Halving the spatial or temporal grid size (see figure 85 a,b) does not change the observed time

delays by more than one attosecond, demonstrating the overall convergence of the numerical

calculations. Reducing the temporal integration step of the classical trajectory only changes

the time delay of the core level by 2 as, which is considerably lower than the experimental and

numerical confidence intervals.
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